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Thefirst section of this document
provides abrief description of the

new architecture for Intel’s LANDesk®
Management Suite v2.01; the second
part discusses issues that people who are
about to install the application need
to understand.

Architecture Introduction

This section describes some of the
thought processes behind the new
technol ogy and then provides definitions
for many of the new terms.

The heart of thissectionisamapto
the different components of the product
and where their communications cross
and intersect. Thisincludesadiscussion
of how the components communicae
with each other.

Something New!
In Jaruary of 1993, Intel released
LANDesk Manager v1.00. During that
sametime period, Intel wasworking on
the requirements for the next generation
of desktop management. Among the top
godsfor the desgnerswas to introduce
apreviously unseen level of integration.

The plan was to make the individual
piecesof functiondity in the tools
accessible by a separate programming
language and provide the customerswith
the ability to write new mini-applicdions
utilizing and combining building blodks
from the many applicdions.

Among the many changes required in
Intel's base technology to do that, one of
the mogt important was that al the

applications needed to share acommon
ligt of devicesthat could be managed, so
that afunctionality cal from aprinting
management tool could access the same
data that was being accessed by a
workstation management tool.

A common data base of devicesto be
managed was needed.

And since another requirement for the
new product was that it not be limited to
datafromindividual servers, the data
base had to have information from awide
variety of typesof NetWare* servers, in
preparation for along-term product goa
to be able to handle information from a
wide variety of serversand from many
different network operating systems.

Inthefirs release of the new
architecture, at the very minimum it had
to have a common data base of NetWare
3.x bindery- and NetWare 4.x bindery-
emulation servers aswell as NetWare 4.x
Directory Services servers.

No common data base existed that
could combine NetWare bindery discovery
with NetWare Directory Services (NDS)
discovery, so that Intel needed to writeits
own data base with its own discovery
mechanism.

Thus, the concept of the Management
Server and the new architecture for Intd’s
LANDesk Management Suite was born.

Definitions

Thefull ingtallation processtakes place on
oneserver and then that install ation is used
to manage additional serversand users
without repeating the full installation
processon any of those additional devices.

The server that has the full installation on
it isreferred to asthe Management Server,
while the additional serversare referred to
asManaged Servers.

All the devicesthat are being managed
by asingle Management Server are
referred to asaManagement Domain.

A Noderefersto either aDOY
Windows* workstation or a NetWare 3.x
or 4.x file server.

A Consoleisthe Windows workstéion
that is running the management software
that queries, controls, and reports on the
managed devices.

The new event management system is
referred toasAMS, or Alert
Management System.

Any Managed Server that hasIntel’s
Server Monitor agent [oaded onitisa
Server Monitor Client.

Any Managed Server that has|oaded
the metering NLM that relays theinfor-
mation about who is accessing files on its
local disk, isaMetering Relay Server.

A Managed Workstaion is any
DOS or Windows workstation that is
enabled for remote control, diagnostics,
distribution, or Desktop Management
Interface (DMI) remote management.

A Service Executor isaworkstaion
that has been configured to be able to
execute an event that may be required
based onanAMSdert. For instance, a
workstation that has amodem attached
to it can send dertsto a paging facility.
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The New Architecture = Theability of Server Monitor to maintain

itsown list of devicesthat are enabled with

Here are some of the key architectural
fedures that are new in the LANDesk
Management Suite. (Seefigure 1)

A centralized data base of managed
devices.

= A regular discovery processthat knows
how to examine both bindery (and bindery
emulation) and NDS trees and merge the
information to the common data base.

= A centralized derting mechanism that can
take dertsfrom multiple distant servers
and workstations, and then expressthe
various event reactionsin severa different
methods across severa different machines.

= Theahility of the Server Monitor-managed
clientsto keep track of their threshold
monitoring at the remote server location,
instead of requiring a Windows console
congtantly executing the server monitor
application with the graphical charts open.

Intel’s Server Monitoring agentsin the
background.

= A new protocol that operatesin Windows
and sitson top of IPX that dlowsthe DMI
agent from the Desktop Management Task
Forceto be remotely managed.

= Anentirely new metering technology
that allows distant metering serversto
communicate with the Management
Server, and passits information across.

TheBig Picture

The chart below is agraphical

representation of the new LANDesk

Management Suite architecture.
There are many d ements that this

illugtration highlights:

= Thereisnot just one component in the

LANDesk Management Suite architecture
that all other components report to.

= There are some situations where one device
may Smultaneously serve the functiondity
of many different components, depending
upon the configuration.
For indtance:

= A fileserver can function as aMetering
Relay Server, Discovered Server,
Inventoried Server, and Server
Monitor Client.

= A DOSWindows workstation can be
metered, inventoried, remote controlled,
diagnosed, digtributed to, and DMI-
managed (as well as occasiondly acting
asaprobe, if desired).

= A Management Server candsobea
Server Monitor Client, Inventoried
Server, and aMetering Relay Server
(and by default it isthefirst server on
which discovery is performed).

= Many components have multiple points of

communication with other components.

For example, a Server Monitor Client

communicates itsa erts to the Management

Server and can be queried and configured

by the Console.
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= The Management Server and the Console
reside at the center of the management
structure and have almost as many points
of communication coming and going
into them as the other shown components
do altogether.

= If any onelevel of communicationishaving
problems; it does not necessarily affect the
levelsof communication between any of the
other components

Communication Between Components
In the diagram, every component of
LANDesk Management Suite communi-
cates with either the Management Server
or the Console — except for Metered
Workstations. Inthe Primary
Comnunications section, all the compo-
nentswhich directly communicate with
the Management Server or the Console
will be briefly described. The other two
componentswill be discussed below that
in Secondary Connections section.

Primary Communicaions
The Management Server is the center of
the management universe.

It maintains the data base of objects
(and from the number of unique PCs and
sarversin the data base it determines
whether or not you have exceeded the
number of licenses you are authorized for).

When a Console is running the man-
agement software from the management
servey, the two devices maintain a constant
link with each other. The Consoleisauto-
maically enabled to be a Service Executor
and perform events based on alertsthat
AMS receives and the pre-defined actions
that are configured for those alerts.

On regular intervals it will go out and
perform a search on a pre-defined ligt of

servers or NDS organizational unitsto
updateitslist of managed devices. It will
do acomplete search of the server and
report on awide range of atributes (such
as printing, atached workstations, etc.).

When aworkstation or server isinven-
toried, before it sartsthe scan it will verify
the existence of the Management Server
and then afterwards it will send the inven-
tory packagein an stream of packets.

Metering Relay Serversmaintain a
table in memory that duplicates the master
table on the Management Server of the
aoplications to be metered and what the
thresholds are. They dso are ableto com-
municate viaAMS (the Alert Management
System) to the Management Servey.

When the Management Server
performsthe regular discovery of servers,
it will check to find out what workstaions
are attached to it and then will go out and
check thoseworkstationsto find out if they
have the USERTSR.EXE remote control
agent loaded oniit, inorder to find out
what type of network interface cardisin
the machine, and if it is DMI-enabled with
the DMTF service layer and Intel’sRAP
(Remote Access Protocol) technology.

AMSisthe link between the
Management Server and the Server
Monitor Client. When thresholds are
crossed, the Server Monitor Client
automdically forwards its information
to the Management Server.

The Console is the Windows
workstation that runs the main query/
control/report software off the
Management Server.

Between the Console and the
Managed Workstations, a peer-to-peer
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relationship exists. The Console finds
out about the device by searching the data
base on the Management Server and then
createsalink directly between the
Console and the agents |oaded on the
Managed Workstdion.

A similar connection exists between
the Console and a Server Monitor Client.
When the Server Monitor todl is
executed, the Console receives alig of all
the NetWare file serverswith the Server
Monitor agent loaded onit, and then
when the Console seeksinformation from
aspecific server, a peer-to-peer-type
relationship istemporarily established.

The other type of connection that a
Console can haveisto aprobe. A probe
isaDOSworkstation running an
application that allowsit to detect traffic
that is occurring on the machine's
network segment. When aConsoleis
running, it can seek for probes (which
send a specific type of advertisement
packet) and then establish a peer-to-peer-
type connection with that device to see
traffic on distant network segments —
even through routers and bridges.

Secondary Connections
Although Metering Relay Serversdo
maintain a point of connection with the
Management Server, it isonly to pass
aerts and to receive updates of the tables
of gpplicationsit is supposed to meter.
Thereisasecondary level of commu-
nication which takes place between the
file server that is being metered and the
workstations that are running the metered
goplications. Metered software cannot be
executed on aworkstation that does not
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have the metering agent loaded before-
hand (automatically put into the Load
command of the WIN.INI file by the
installation configuration program in
user'slog-in scripts). When aworkstdion
accesses ametered application, aconnec-
tion ismade between the Metering Relay
Server and the Metered Workstetion. That
connection is severed when the metered
application is closed.

When auser enters Server Monitor
for thefirst time, the application builds a
list of servers being monitored. Thislist
is gored in an editable .INI file and
subsequent sessions of Server Monitor
will verify the existence of only the
sarverscontained in the file and will not
perform another WAN-based search
unless specifically ingtructed to do so. It
is possble to edit this list to include only
the services on alocal area network and
thus eliminate any potential WAN treffic.

I mplementation Introduction

This portion of the document is divided
into two parts: 1) Implementation
Recommendations; and 2) Technical
Implementation | ssues.

Thelist of topics covered by
Implementation Recommendations
includes configuring management
domains (with examples), how much
to purchase, pricing, and upgrading.

Inthissection, thereisaQ & A section
aswel| as the system requirements for
LANDesk Management Suite v2.01.

|mplementéion
Recommendaions

With LANDesk Management Suite, Intel
isshifting its focus from management
hased on server licenses, to management
based on node licenses. Instead of pur-
chasing one product per server, customers
will now plan out how many usersand
servers are going to be managed (they
both count equally as managed nodes)
and purchase the number of licenses
needed to manage them.

Thefull ingd lation product takes place
on one server and then that installation is
used to manage additional servers and
users without repeating the full installation
process. The server that hasthe full
installation on it isreferred to asthe
Management Server, while the additional
servers are referred to as Managed
Servers. All the devicesthat arebeing
managed by a single Management Server
are referred to asaManagement Domain.
A Node refersto either a DOS/Windows
workstation or aNetWare 3.x or 4.x file
Server.

It is recommended that there be one
Management Server for asingle location,
or site. Explaining the reasoning behind
thisis the purpose of this portion of the
document.

Node licenses are added on anincre-
mental basis. For instance, if an office of
acompany had 3,000 users located there,
then asample ingtdlation would be to
dedicate asingle server as the Management
Server and then to purchase three copies of
the 1,000 user version of LANDesk

Management Suite, perform afull install
once, and then once the product isfully
operationd, run aroutine out of the
management console that adds the other
2,000 nodes.

OneLicensePer Site
Even though one-per-site-indalationis
recommended, thereis no physical limita-
tion within the product to force a Manage-
ment Domain to be limitedto asingle
physica location. But there are some
speed and efficiency limitations that might
reduce the performance of the product
when used to manage devices through
Wide Area Network (WAN) links (such as
1-megabit & 56Kb lines) that are heavily
used and/or that do not have much
bandwidth to spare.

There aretwo factors that can
determine the Sze of aLANDesk
Management Suite Management Domain.

= Thelimitations within the physica
architecture of the network.

= Thelogical structure of theMIS
department within the organizetion.

A LANDesk Management Suite
Management Domain can be configured
in Novell NetWare 3.x environments by
specifying the server names and their
usersto be included in the domain. Inthe
4.x environments, LAN administrators
can specify dl of an NDStree or any
part (or parts) of it.

Thereis nothing preventing users
from installing aManagement Domainin
aWAN that includes several remote Sites
— hut the performance level might not
be acceptable.



LANDesk® Management Suite v2.01 Architecture and Implementation

Small Networks Large Single-Site Networks
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Thereis also nothing preventing users
from installing a separate Management
Domain for each file server in a company
— but then LAN administrators would
be forfeiting many of the powerful
background processes, integrated
management functionalities, and multi-
user asset management utilities (such as
metering and distribution).

In both cases, the mogt effective
management will happen if installations
of Management Domains are done on
regiona servers that manage desktops
and servers who have quick and easy
access to those regional servers.

The reason you might want to limit
the size of your domain withinaWAN is
that LANDesk Management Suite has
several background servicesthat perform
different tasks (such as metering, alerting,
server monitoring, software distrikution,
and device discovery) that creae
badkground packet traffic.

In some cases the frequency with
which the background traffic is generated

-
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Figure 3

is configurable to minimize traffic, but
many MIS organizations and computer
support centers are extremely sensitive
about traffic over sensitive backbone
segments. It isfor thisreason that it is
recommended that a Management
Domain be limited to asingle location.

Since management products are gen-
erally implemented initially on test net-
works, and then on agradual roll-out,
one Site at atime, many companies might
find that the background traffic is accept-
able between sites and consequently con-
figure their Management Domainsto
include severa sites.

Asof release v2.0, Management
Domains do not have the ability to
communicate with each other. Thisis

not permanent and will be one of the
first enhancements to the product in
the near future.

What follows are four examples of
LANDesk Management Suite
installions:

Small Networks
It is advisable to have the management
domain encompassthe largest number of
servers and workstationswithin asingle
location that is possible. (See Figure 2)
Therefore, in any limited-size
network that contains few wide-area
links and where there is not much
emphasis on isolated segments, it would
be recommended to have al servers and
workstations be in the same domain.
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Large, Single-Site Networks

In some larger Stes, the networks are
high-speed and high-efficiency. In these
organizations the existence of LANDesk
Management Suite's background traffic
would be acceptable, especialy
considering the benefits that the
functiondity provides. (See Figure 3)

In these cases, it would be acceptable
to have dozens, or even hundreds of
servers be within a single management
domain.

A Wide-Area Network with Slow or
Infrequent Links
There are conditionsin which it would be
advisableto break up several amaller
networks and create management
domains which surround those.
LANDesk Management Suite hasthe
ability to merge inventory data bases
between servers, and a Single console can
view different domains a different times.
Additionally, the software distritution
pakage is ableto passdistritution
padkages to remote domains and then
distribute from them. (See Figure 4)

A Wide-Area Network with Multiple
Stesand Branch Officesthat are Tied
Together with Fast, Efficient Links
Finally, it is possible that the centralized
services provided by LANDesk
Management Suite are important enough
that it would lead aLAN management
organization to conclude that the entire
network should be within a management
domain. (See Figure 5)

Wide-Area Network with Slow or Infrequent Links
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It isadvised that management
implementations of this nature are
carefully thought out using information
included in the architecture section & the
beginning of this document which
includes descriptions of the background
traffic generated by LANDesk
Management Suite. Thisinformationis
available for evalugors with an advanced
technical understanding of network
tedhnol ogies to determine domain
strategies on wide area networks.

Technical Implementation
|ssues

Technical Implementation
Questionsand Answers

Question:
How long will atypical ingallation take?

Answer:

To create aManagement Server, plan on
1-3hours. Creating aManaged Server
takes approximaely 15-30 minutes.
Managed workstations are created as a
part of users logging in to Managed
Serversand an automatic workstetion
configuration program running.

Question:

Isthere any way | can reduce the amount
of time it takesto create a Management
Server?

Answer:

Updating to the latest network drivers
(the Novell client drivers are now
shipped on the CD-ROM for LANDesk
Management Suite v2.01) and the latest

STREAMSand CLIB NLMsfor
NetWare 3.11 and 3.12 files servers and
BTRIEVE* filesahead of time can
significantly reduce ingtallation
headaches.

Question:

Isthere anything | need to do to my server
to configureit before | gart ingdling
LANDesk Management Suite?

Answer:

Yes. You will need to reconfigure
BTRIEVE utilizing the BSETUPNLM to
alow for the number of open filesto be
greater than 25 or to make it 23 greder
than is currently needed for another
product utilizing BTRIEVE, if such
aproduct aready exists on your
management server.

Question:
Do | need to do that to al my servers?

Answer:

No, just to the management server where
you plan on ingalling the bulk of the
product.

Question:

How do you enforce your licensing and
do my end users who are being managed
see any notice?

Answer:

When the product senses you are attempt-
ing to manage more nodes than you have
purchased licensesfor it produces a screen
every ten minutes on your management
console only telling you how many nodes
it senses you have, how many you've
purchased, and how to get more infor-

mation on purchasing more. If you click
OK the reminder screen will not regppear
for ten more minutes and you are not
prevented from performing any
functionality. Managed clients do not see
any notificaion or any licenseinformation
of thistype.

Question:
Do | need aCD-ROM drive to be able to
instal | the product?

Answer:

Yes. The softwareisinstalled froma
Windows workstation that requires
accessto adrive letter accessing a
CD-ROM drive.

Question:

How much memory will LANDesk
Management Suiterequiretorunasa
core on abranch server (i.e. RAM
amount and additiona Cache Buffers)?

Answer:

A minimum of 12 megabytesisrequired
on thefile server. Above that you must
have an additiona 4 megabytes of RAM
free, which equates to gpproximaely
1000 cache buffers.

Question:

What NetWare parameterswould | ook
at that would help me determine if the
customer needs to add more memory
and how much memory?

Answer:

Cache Buffers. It is recommended to have
a least 40% cache huffers available after
LANDesk Management Suite' sSNLM

and everything else is loaded.
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Question:

How much hard disk space will
LANDesk Management Suiterequireiif |
load dl the modules on the Management
Server?

Answer:

The gatic amount after anew install is
just short of 60Mb. We are recom-
mending 70Mb in our present documents
but 80Mb would be closer to redlity. The
breakdown is— 20Mb of disk space for
the core management datebase. (1Kb per
discovered device and 15K b per
inventoried devicein the I nventory
Daabase plus the space for the contents
of each data basefile,) This obvioudly
varies according to the size of the
network— 60Mb of disk space for
LANDesk Management Suite software.
However, if you intend to use software
distribution, for every console you're
going to be using to build distrikution
padkages, you need to add approximaely
20-30Mb (the entire SY STEM directory
and severd key configuration files are
backed up) and then make sure you have
enough space to store the distribution
package files (approximaely 40% of the
size of the fully installed package).

Question:
Doesyour product create much
badground traffic?

Answer:

With all the levels of communication
taking place between different compo-
nents of the suite, thereisaminimal
amount of traffic is being generated by
thisactivity. Since there are many

componentsto the system and each com-
municatesin a different way, the folloving
series of questions and answers attempts

to deal with these issues.

Question:

What is the amount of “chatter” between
serverswhen they are“ quiet” vs. when
aertgother traffic are being sent to the
Core server?

Answer:

During the quiet period between discov-
ery cyclesor read-time management of
remote clients, LANDesk Management
Suite does not produce any chatering
type of packetstraffic on the network.
While you have workstation that is exe-
cuting the management console, there
will be one ping packet every five min-
utes. When you dter the table of applica
tionsto be metered, that information is
sent to other servers within the manage-
ment domain. Alertsare sent when nec-
essary. |nthe LANDesk Management
Suite v2.00 rel ease the Server Monitor
tool produced some background chatter
at dl times; this has been eliminated
with thev2.01 release.

Trafficduring active period is
described asfollows:

Discovery Manager — The Discovery
Manager has a configurable “heartbed”,
meaning the frequency with which it
attemptsto discover the network. The
Discovery Manager will generate an
average of 100 packets per second within
adiscovery cycle becauseit islimited by
bandwidth and the response time of
devicesto reply back to the core server.
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During a discovery cyde, the core server
cannot request information from more
than one node a atime. Asagenera
rule, adevice will take from two to four
packets to respond within adiscovery
cycleunlessitis aserver that needsto be
explored and discovered (as specificaly
stated inthe LDINIT.INI file) and that
will generally take up to 4,000 packets
per second.

AMS — The Alert Management
System will generate four packets per
event that needs to be passed between the
managed server and the core server. Itis
quiet until there is an event that needsto
take place.

Meter — When any user attempts
to access an gpplication, aseries of eight
packets will pass between the workstéion,
the relay server, and the meter server. File
termination will result in four packets.
Within Windows, afile copy will resultin
two packets. After execution, aDOS
gpplication will not result in any treffic
overhead and aWindows application will
result in one packet sent every 30 seconds.

Server M onitor— When you first
run the Server Monitor console, aligt of
devices to manage is built by searching
for the serversthat are listed in the SAP
tabl e of the Management Server and
attempting to contact them at the rate of
30 per second. Every time thereafter that
the Server Monitor consoleisrun, the
serverson thelist (stored in an editable
INI file) are contacted to find out if they
can respond; inactive servers are grayed
outinthelist.
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Question:

What will be the impact acrossthe WAN
lines (for instance, two 1-megabit lines
and a 56Kb link)?

Answer:

We recommend that you not have
domains that span disparate environments
such as 1-megabit links and 56Kb links.
Theinventory manager can merge inven-
tory databases from remote domains and
then you can remotely control acrossthe
fast links without the red-time discovery.
Software digribution can distribute from
one domain to another the built packages
and then spawn the distributions remotely,
again without having thered time remote
links crossing.

Question:

What impact on an extremely fast link
will there beif clients send their inventory
information directly to the Core server
whichisacrossthe fast link as opposed

to putting a Core server locally to those
clientsand copying the database to the
“main” server?

Answer:

The mogt significant impact on network
traffic is generally in the morning when
people arrive a work and log in to the net-
work and simultaneoudly al send traffic
over the WAN asthey send their inventory
information to the Management Server.
Each inventory login will take approxi-
maely 5Kb. Additionaly, whenthe
option is chosen to aso do software scans,
the size of theinformation transferred will
grow to 15K b plusthe average size of the
ASCII configuration files that are scanned
in (for example, many workstations will
average around the following file sizes.
1Kbfor CONFIG.SY'S, 1IKbfor
AUTOEXEC.BAT, 1Kb for NET.CFG,
1Kb for STARTNET.BAT, 10Kb for 2
SYSTEM.INI and 16Kb for WIN.INI).

10
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System Requirements

Management Server

Novell NetWare 3.11, 3.12, 4.02, or 4.1.
(These versions are referred to as NetWare
3Ixand4.x.)

12Mb of systlem RAM, with 4Mb
dedicated to LANDesk Management
Suite's 20 NLMs.

70Mb of free disk space for the following:

20Mb of disk spacefor the Management
Database. (1Kb per discovered devicein
the Management Database; 15K b per
inventoried devicein the Inventory
Database plus space for the contents

of each system file.)

50Mb of disk spacefor LANDesk
Management Suite software.

Account with SUPERVISOR or ADMIN
equivalent rights.

CLIB Version 3.12g.
BTRIEVE Version 6.10c.

Management Workstation

25MHz Intel486™ processor-based PC or
better.

VGA or Super VGA graphics adapter and
monitor.

Mouse supported by Windows 3.1x.
12Mb of system RAM.

10Mb of loca hard disk spacefor local
data gathering.

Network adapter or interface card with an
ODI device driver capable of operating in
promiscuous mode. (Thisis not necessary
if you use Software Probe to gather data
for Traffic Monitor and Performance
Monitor.)

MS-DOS* 5.0 or later.

Microsoft Windows 3.1x, running in
enhanced mode and configured for
NetWare.

Novell’s 1.2 client kit or later (included on
the CD-ROM for LDMSv2.01).

Other serversin your domain

Novell NetWare 3.11, 3.12, 4.02, or 4.1.
(These versions are referred to as NetWare
3.1xand 4.x.)

5Mb of freedisk space.

550K b of system RAM for Management
Tool NLMs.
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Software Probe sations

33MHz Intel 386™ processor-based PC
or better.

2Mb of system RAM.

20Mb of local hard disk spacefor
Performance Monitor’s logs.

Network adapter or interface card with an
ODI devicedriver capable of operating in
promiscuous mode.

Client workstaions

DOS or Windows workstations.
(Macintosh* support is availablefor
theinventory scan.)

12Kb of system RAM available for
optionad TSRs.

Novell’s WINUP9 Windows Update Kit
for VLM and NETX.

Macintosh — System 6 or Sysem 7.
0S/2* —V13orV2x.

Novell’s 1.2 client kit or later (included on
the CD-ROM for LDMSv2.01) HIGHLY
RECOMMENDED.
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503-264-6835 Australia +61-2-975-3922
Hong Kong +852-2-844-4448
Korea +822-767-2594
Tawan +886-2-514-0815
TalkBack 800-368-3160 or
503-264-7777
Intel BBS 503-264-7999 +44-1793-432955 Singapore +65-256-4776
Australia +61-2-975-3066
Hong Kong +852-2-530-4116
Taiwan +886-2-718-6422
Korea +822-784-3430
CompuServe GO INTELFORUM GO INTELFORUM GO INTELFORUM

In Singapore, Australia, Hong Kong and Taiwan request FaxBack document 9000 for alist of dealers and distributors.

*In the US request FaxBack document 9000 for U.S. pricing.

*QOther brand and product names are trademarks of their
respective owners.
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