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ABSTRACT

In this paper we present a system that assists users in view-
ing videos of lectures on small screen devices, such as PDAs.
It automatically identifies semantic units on the slides, such
as bullets, groups of bullets, and images. As the participant
views the lecture, the system magnifies the appropriate se-
mantic unit while it is the focus of the discussion. The system
makes this decision based on cues from laser pointer gestures
and/or speech recognition transcript augmented and aligned
with WordNet distances. It then magnifies the semantic ele-
ment using the slide image and the homography between the
slide image and the video frame. Our experiment on iden-
tifying laser-based events is fairly accurate. Furthermore, a
user study suggests that this kind of magnification has poten-
tial for improving learning of technical content from video
lectures when resolution of the video is limited as is the case
when the lecture is being viewed on hand held devices.

Index Terms— lecture, video, magnification, laser,
bounding, boxes, speech,

1. INTRODUCTION

Many universities offer video lectures as a way to bring
classes to students who cannot physically attend courses.
Examples include MIT OpenCourseWare [1], Stanford on
iTunes [2], and UC Berkeley Extension Online [3]. Such
online materials also benefit students who can attend classes
as lecture videos are helpful for reviewing concepts. In ei-
ther case, the potential for utilizing this online resource lies in
mobile devices such as smart phones and PDAs, which have
become powerful enough to watch detailed videos. However,
as lecturers increasingly rely on electronic slides (e.g., Pow-
erPoint) to present their topics, it also becomes important that
the user should be able to read the slides in the video as the
content is crucial to understanding the topic presented. This
problem is particularly important when the lecturer attempts
to draw students’ attention to a specific semantic unit (word,
bullet, or image) using laser pointers or by speaking about
it. We therefore propose automatically magnifying those ele-
ments as the video is presented to the user so that the text is
easily readable and therefore understandable. Our contribu-
tions are as follows:

• Identifying semantic units in each slide, such as bullet
points, groups of bullets, and images.

• A method for robustly identify the positioning of each se-
mantic unit on a presentation slide. A key feature is that
our method is almost fully oblivious to the format of the
presentation slide.

• Identifying the temporal events based on analysis of
speech transcript and aligning them to times in the video
corresponding to each semantic unit. This event-based
segmentation (which acts as a refinement to slide-based
segmentation) is of interest because it allows the viewer
to browse between these events.

• Similar identification of events based on laser pointer ges-
tures. Our algorithm is quite robust and can correlate a
large gamut of gestures to the semantic units they refer to.

• Augmenting the video by backprojecting an enlarged
sharp image of this semantic unit, taken from the slide,
when and where relevant.

We have demonstrated the usefulness of our technique to-
wards increasing readability of lecture videos by exposing
two randomly selected groups of students to two videos, one
with magnification and one without. We have also tested our
algorithm that detects when semantic are highlighted by laser
points. The results for both experiments are encouraging and
are detailed in Section 5.

2. RELATED WORK

Several methods have been proposed for improving the qual-
ity of understanding for lecture videos. An hour-long video
can be hard to navigate. One of the ways to make lecture
videos more useful is to break it into meaningful segments.
For example, a lecture video can be indexed by its presenta-
tion slides, as shown by Fan et al. [4] [5]. Their system, the
Semantically Linked Instructional Content project (SLIC),
identifies when and where a slide is shown in a video by find-
ing the mapping, a homography, between a presentation slide
and a video frame using Scale Invariant Feature Transform
(SIFT) points [6]. Using this information, the SLIC system
allows the users to browse the lecture by slides. Furthermore,
they [7], as well as others ([8] [9]), are often able to find ac-



Fig. 1: Two snapshots from videos played with and without magnification. An image, bullet, or word is magnified if triggered
by an event, such as a laser gesture.

curate homographies that allow them to project the slide back
into the video (for a review on homographies, see Section 4).
For our purposes, an additional advantage to having homogra-
phies is that we can use this homography to determine where
the semantic units are within the video.

There have also been advancements in improving the
quality of the video stream aside from backprojection. Che-
ung et al. [10] do this by deblurring the slide in the video,
improving the clarity while maintaining the natural look of
the video. In [11] and [12], Friedland et al. show that their
E-Chalk system can improve the readability of chalkboard
presentations. The system records the content on a touch-
sensitive board and recreates it using vector graphics, creating
a clean and sharp video representation of the lecture content.
However, even with these enhancements, the lecture material
can be hard to see on the small screen of a mobile device.

Mobile devices have long been considered as an important
educational tool and much effort and development have been
put into mobile learning [13]. Thornton and Houser [14] show
that students benefit from using mobile devices as a learning
tool. They sent e-mail lessons to Japanese students’ phones
to promote learning in regular intervals. The response was
largely positive. There has also been success in integrating
mobile devices into the classroom. In one of the case studies
that Dyson et al. studied in [15], students participated in a lec-
ture by texting responses to activities using their cell phones.
This gave quick feedback on the understanding of the class.
These studies suggest a trend towards using mobile devices
for educational purposes. Our system will help enhance the
understandability of watching a lecture video from a mobile

device.

3. IDENTIFYING SEMANTIC UNITS

Our first step is to identify an accurate bounding box, which is
the set of coordinates for a rectangle, of either a single word,
bullet, or image. We have developed a general technique that
requires minimal knowledge and assumptions about the for-
mat of the presentation files. We have demonstrated it for
PowerPoint files, but it can be expanded to suit many other
formats, such as KeyNote or OpenOffice presentations.

Microsoft has adopted the Office Open XML (OOXML)
format since 2007 [16], which is published as an open stan-
dard. Even so, it is difficult to identify the coordinates for
each word or image as the coordinates of words are not ex-
plicitly specified in the XML format. Instead, we find and
modify each semantic unit (words, bullets, and images) so
that it has a unique color, effectively identifying their posi-
tions. In the next few sections, we discuss in detail how this
works.

Finding bullet bounding boxes. We define words to be
strings of characters separated by spaces. A bullet point is
similar to a word as it is an item in a list whose items start
after the typographical symbol of a bullet or any other num-
bering scheme. Due to space constraints, we will describe the
bounding boxes algorithm for just bullets. The process for
words is similar.

First, we create uniquely colored bullet points (see figure
2a) in the PowerPoint file. There are two methods of speci-



fying color in a PowerPoint slide file: by using preset color
names or by using RGB. We first remove all the preset color
attributes and change them to RGB format because it is eas-
ier to compare RGB values. Once the format is in RGB, it is
possible to identify and give each bullet point a unique color.
Note that the bullets in the original presentation are not nec-
essarily uniquely colored, so we change each bullet point’s
color again to create a second version with a different set of
unique RGB values. Thus, we end up with two PowerPoint
files whose bullets are uniquely colored. Subsequently, the
two sets of slides are exported to images.

We now identify the coordinates of the corners of the
bullet point’s text by comparing the two corresponding im-
ages. For each image, we retain a bullet-color correspon-
dence. Note that it is not possible to robustly find the co-
ordinates of a bullet point with just one image. However, the
color of a bullet is only unique among bullets. There could
very well be images or background colors that match the bul-
let’s RGB values. This observation motivates comparing each
corresponding pixel of the two augmented images. When we
find a color difference, we look at our table of bullet-color
correspondences and identify which bullet it belongs to. This
guarantees that we will find the pixels of a bullet point be-
cause only bullet points will be colored differently. Then, for
each bullet, we simply find the minimum and maximum x and
y coordinates to derive its bounding box.

Finding image bounding boxes. To find the bounding boxes
for images, we adopt a similar technique. In the PowerPoint
archive, the images are stored in their original form. How
the image is actually presented (i.e., cropped, scaled, etc.) is
specified elsewhere within the PowerPoint archive. This al-
lows us to substitute an original image with a monochromatic
image of arbitrary size and still have it retain the original po-
sition and size. Once this is done, we can follow the same
algorithm for images as we did for bullets.

4. IDENTIFYING AND MAGNIFYING EVENTS

Given a video segment corresponding to the use of the slide
and its semantic elements, we need to temporally align the
elements to when the lecturer discusses those points. We
achieve this based on two sources of information: speech and
laser pointer use. Having done that, we need to arrange for
the magnification of the element in the video frame coordi-
nate system. As noted before, Fan et al. [7] found the ho-
mographies for slides to frames (and thus when the slide is
being shown on the screen). A homography is an operation
that maps points between two planes as seen by a projective
camera. In other words, this operation describes the relation-
ship between a slide and its projection on a flat surface in the
video. The bounding boxes in the slide combined with the
homography gives us the information to know where the se-
mantic units are within the video. In the following sections,

we will describe how we determine when and how to magnify
a semantic unit.

Speech events. When a lecturer speaks, there is a good
chance that the words spoken appear in the bullet or are
closely related to the words in a bullet. In particular, bullet
points tend to contain words that are topically related to what
the speaker is saying. When the words in a bullet are read off a
slide and are correctly mapped to their corresponding speech
words, we can thus obtain times for when a bullet should be
magnified.

Swaminathan et al. [17] were able to improve speech tran-
scription obtained from automatic speech recognition for lec-
ture videos by noticing that the alignment could be refined by
aligning the transcription with words that were in the text of
the presentation slides. They observed that presenters often
read off their slides and matched the slides’ words to the spo-
ken words. This benefits us because when we know which
bullet a spoken word belongs to, it also informs us when a
bullet is being discussed. We consider a spoken word aligned
to a bullet if we know what bullet it belongs to.

However, despite this, not all speech words are neces-
sarily aligned to a bullet. This can be caused by two major
sources: the speaker rarely says all the words in a bullet ver-
batim and he or she might utter a few related sentences before
and after the bullet. We argue that we can extend the bound-
aries of speech words related to bullet points by computing
their relation to one another. When an unaligned word is be-
tween two words that have been aligned to bullets, we call it
a sandwiched word.

Sandwiched words can be classified into two categories:
when the unaligned words are between the same bullet and
when they are between two different bullets.

Aligning words between the same bullet. For sandwiched
words between the same bullet, we make the simple assump-
tion that these words should belong to the same bullet. Hence,
unless we have evidence that other semantic units need to be
magnified, we leave the same bullet magnified.

Finding the boundary between two bullets. In the case
where the sandwiched words are between two different bul-
lets, we need to find the boundary between the two by com-
paring the strength of the relationship between the words and
the bullets. This tells us when the lecturer switches from talk-
ing about one bullet to

the other.
To do this, we use a distance measure based on WordNet

[18] to compute the distances between the words in a bullet
and a speech word. WordNet is a database for words that
are related by synsets, which are effectively cognitive syn-
onyms. A lot of work has been done in deriving a general
and meaningful way to measure similarity between words.
Budanitsky and Hirst compared five different distance mea-
surements of words on several metrics [19]. We chose to use



Lin’s word similarity measurement [20] because it generally
did well in Budanitsky and Hirst’s tests and also because it
defines a clear upper bound and lower bound for the similar-
ity between words. Two words are maximally related when
their similarity is 1.0. Likewise, when there is no common-
ality between two words, the similarity is given a measure of
0.0. This makes it easy to gauge how similar two words are.
For our experiments, we used the freely available Perl library
of WordNet::Similarity, created by Pedersen et al. [21]. The
library allows the user to compute the distance between two
words using a variety of measures, including Lin’s measure.

To determine where the boundary between two bullets a
and b is, we divide the problem into two subproblems: 1)
deciding for each speech word which bullet it belongs to and
2) consequently deciding what the optimal boundary would
be.

Comparing a speech word to bullets. When determining
whether a speech relates to a bullet, we use the following
equation to compute the distance.

δb(b, s) =

m∑
i=0

αiδw(bi, s) (1)

Essentially, the distance between a bullet b and a speech
word s, δb, is the sum of the individual distances from the m
closest bullet words relative to s, denoted in ascending order
with bi. Every bullet word is weighted by αi, where α is a
constant between 0 and 1. For our experiments, we chose α
to be 0.5.

Simply summing the distances of all the words will tend
to bias the alignment to bullets with more words. As a re-
sult, we put the most weight on the bullet word that is closest
to the speech word and decrease it for future values through
the weight of αi, which decreases with increasing distance.
To determine which bullet it belongs to, we simply take the
maximum of the two measures.

Determining the optimal boundary. Once all the words in be-
tween the aligned words have been mapped to bullets, we
use the following algorithm to determine where the bound-
ary between bullets a and b should be. A boundary is the
instance at which the topic switches from bullet a to bullet b.
All the words before a boundary j belong to bullet a and all
the words that follow it belong to bullet b. Since we already
computed which bullet each word belongs to in the previous
section, setting a boundary will potentially generate disagree-
ments of which bullet a speech word should be aligned to.
We use the disagreements as a cost function, which makes
determining the boundary a problem of finding the boundary
that minimizes the disagreement. If there is a disagreement
for a word s, the cost is simply the similarity measure of s
being in the other bullet. Let bullet(s) denote the bullet that
s belongs to. Given a sandwiched speech word s before the
boundary index j, the cost function c(a, s) of disagreement

(a) The rectangles around the word indicate the bounding boxes and are
not part of the original slide image. The points represent a laser dot
sequence moving from left to right. Voting on the number of line inter-
sections created by pairs of points is a more robust method of detecting
which bullet point to highlight. For the sake of clarity, only a subset of
all possible lines are drawn.

(b) The curves represent the path of a laser gesture. Laser gestures
can be arbitrary and do not necessarily follow any common geometric
shape. For all three cases, our algorithm can still identify which box
the laser is highlighting. Here each box represents one of the bounding
boxes of the semantic units.

is zero when a = bullet(s). Otherwise, c(a, s) = δb(b, s)
when b = bullet(s). The total cost or disagreement is simply
the sum of all the disagreements. We then find the boundary
index by finding the index that minimizes disagreements out
of all possible boundaries.

Laser events. In addition to identifying speech-based events,
we also identify events where the laser pointer is used to high-
light bullets or images. First, we need to identify the locations
of the laser point in every video frame and their correspond-
ing location with respect to the slide’s coordinate frame. Our
first step is to build on the work of Winslow et al.[22]. They
find the laser points by identifying the potential bright points
on the video frame and fitting these points to curves. Then we
apply the homography, which maps the laser pointer to the
slide coordinate system, to the laser points so as to compare
them to the boxes’ coordinates.

Our algorithm uses a voting scheme based on the inter-
sections created by all pairs of laser points (line segments) in
a small time interval (see Figure 2a). This provides a notion
of the movement of the laser points through the elements. For
example, the first two points (leftmost points in the figure)
fall outside of the box. However, the segment between the
two points intersects the box, so the algorithm counts that as
a vote. A second advantage is that intersections give a gen-
eral sense of the area that the laser points cover. Indeed, the
area of the arc intersects with the bullet point’s box. Even
if the curve itself never actually intersects with the box but
does circle around it, it will still get votes from the resulting
intersections.

For our algorithm, we define a gesture to be a contiguous
set of laser points. It is, however, possible that more than
one gesture exists in a single set of laser points, so we run
our algorithm on a contiguous set of points with a maximum



Fig. 2: The highlighted portion shows the location of a bullet
point on the slide and its corresponding position on the frame.
Without re-centering the bullet, it would shift to the bottom
right corner of the frame

length of INTERVAL. In our experiments, we chose it to be 1
second.

Magnification of a semantic unit. The homography H we
determined as part of the slide-frame alignment process is
a mapping from a low-resolution frame to a low-resolution
image. To magnify a semantic unit, we need to modify
the homography so that it can project and center a semantic
unit from a high-resolution image to a high-resolution video
frame.

First, we will adjust the scale parameters so that the re-
sult is not blurry. This can be obtained with the multiplication
of two scale matrices. Assume the homography H maps the
slide in an Fw1 × Fh1 frame image to the original Sw1 × Sh1

slide image, which was extracted from the presentation slide.
To change this into a homography H2 that maps a slide from
a Fw2 × Fh2 frame image to Sw2 × Sh2 slide image, we use
the matrix H2 = S1 ·H ·mS2, where S2 and S1 are matrices
that scale the slide image and frame to the desired dimen-
sions, respectively. m is the scaling factor for magnification.
The inverse, H−1

2 , will magnify and place a bullet point on
the frame. Next, a translation matrix T is needed to align
the centers of the original and magnified bullet (see figure 2).
Thus, given a homographyH , the homography that magnifies
and centers a bullet point from the slide is T ·H−1

2 .
We now have a mechanism for finding events based on

both laser points and speech words and can magnify the cor-
responding semantic unit.

5. EXPERIMENTS

We ran two sets of experiments: one to measure the accuracy
of identifying the correct semantic unit through laser gestures
and the other to measure the effectiveness of magnification .

Laser-event test. In this experiment, we tested our al-
gorithm’s accuracy of identifying semantic units with laser
pointers.

Setting. We took 9 short videos (approximately 30 seconds
each) where a presentation slide with bullets and images were
shown. In the video, the lecturer used the laser pointer to
highlight these semantic units with simple gestures (such as

circling and pointing to the semantic units). Three gradu-
ate students watched the video and created ground truth data,
which is the sequence of units highlighted in each video. The
ground truth from each student was in perfect agreement.

Results. To test the accuracy of our algorithm, we computed
the edit distance (as determined by the Unix program diff ) be-
tween the ground truth sequence and the sequence generated
by our algorithm. The error rate is defined as error = e

l ,
where e is the number of edits and l is the length of sequence
of semantic units. There were a total of 8 edits out of a se-
quence of length 59, which gives us a error rate of 13.6%.
However, note that the errors are due to the fact that our laser
tracking algorithm loses track of the laser point for a few
frames, breaking a continuous gesture into two gestures. Oth-
erwise, our algorithm for identifying the correct semantic unit
is exactly the same as the ground truth data.

Usability test. The problem with viewing lecture videos on
a handheld device is that regardless of the resolution of the
screen, the slide will be difficult to see. We believe that mag-
nification of bullets will alleviate this problem. In this exper-
iment, we randomly show our participants one of two videos,
one with magnification and one without. Our hypothesis is
that users who see the video with magnified bullet points will
be more likely to remember the content of the bullet point as
opposed to users who only see the original video.

Setting. To measure the effectiveness of the enlargement, we
have created a questionnaire by sampling GRE-level nouns.
We showed each participant a video of two slides containing
definitions of these uncommon nouns (e.g., “gynecocracy”).
Each slide contained about ten nouns per slide. Since each
slide is shown for a short period (around 50 seconds), this
made it difficult to memorize. To focus the participant’s atten-
tion to particular nouns, a lecturer would use a laser pointer
to highlight them. The font and screen size were chosen so as
to simulate a typical PDA.

Students randomly viewed either the original video or a
video in which enlargement was performed on the highlighted
bullets. Once they finished watching the video, they were
automatically redirected to a a GoogleDoc questionnaire. The
participants were given a multiple choice test on the particular
definitions of the vocabulary words that were highlighted by
the laser pointer in the video. Finally, when they completed
the questionnaire, they were directed to a page that explained
the purpose of the experiment.

Results. To measure the correctness of each group, we simply
counted the percentage of total correct answers, In our exper-
iments, there were a total of 40 responses. 23 of those saw the
original video and 17 saw the magnified video.

From table 1, we see that participants who viewed the
magnified video answered more questions correctly and made
fewer mistakes. This is reflected by the scores of the users



No Magnification Magnification
Total Correct 74 86

Total Incorrect 87 33
Score 0.460 0.723

Table 1: The table lists the data from the user study. It is
partitioned into the group that watched the video with magni-
fication and the group that did not.

who did and did not watch the magnified video, which are
72.3% and 46.0%, respectively. Furthermore, assuming that
the answers from each group is normally distributed, we can
use Welch’s t-test to see whether the distribution of scores
were statistically significant. The result gave us a p-value of
0.0092, which confirmed that they were indeed. We conclude
that participants generally perform much better at remember-
ing the definitions of bullets when they were magnified.

6. CONCLUSION

We have shown that magnification of semantic units are help-
ful in understanding a lecture video and have developed a
method for automatically doing so. We identified semanti-
cally meaningful pieces of information from a presentation
slide through the use of color matching. We then identify
when these pieces of information are referred to. Finally, we
magnify them when relevant based on either laser gestures or
by relevant speech words. In the future, we hope to be able
to enlarge images based on speech by computing the distance
between the image and the speech words. This is a challeng-
ing problem, but we believe that it will be a very helpful fea-
ture.
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