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Abstrat

We introdue using images for word sense disambiguation, either alone, or in on-

juntion with traditional text based methods. The approah is based on a reently

developed method for automatially annotating images by using a statistial model for

the joint probability for image regions and words. The model itself is learned from

a data base of images with assoiated text. To use the model for word sense disam-

biguation, we onstrain the predited words to be possible senses for the word under

onsideration. When word predition is onstrained to a narrow set of hoies (suh as

possible senses), it an be quite reliable. We report on experiments using the result-

ing sense probabilities as is, as well as augmenting a state of the art text based word

sense disambiguation algorithm. In order to evaluate our approah, we developed a

new orpus, ImCor, whih onsists of a substantive portion of the Corel image data set

assoiated with disambiguated text drawn from the SemCor orpus. Our experiments

using this orpus suggest that visual information an be very useful in disambiguating

word senses. It also illustrates that assoiated non-textual information suh as image

data an help ground language meaning.
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Figure 1: Five senses of bank, illustrated using using images from the Corel dataset.

1 Introdution

A signi�ant portion of words in natural language have a number of possible meanings

(senses), depending on ontext. This is illustrated in Figure 1 with the arguably overused

\bank" example. A priori, the word \bank" has a number of meanings inluding �nanial

institution and a step or edge as in \snow bank" or \river bank". Words whih are spelled

the same but have di�erent meanings (polysems) onfuse attempts to automatially attah

meaning to language. As there are many suh ambiguous words in natural language texts,

word sense disambiguation | determining the exat sense of words | has been identi�ed

as an important omponent of natural language proessing, and has been studied by many

researhers leading to a large body of literature [3, 27, 41, 40, 22, 2, 1, 31, 32, 38℄.

Sine the words are spelled the same, resolving what they mean requires a onsideration

of ontext. A purely natural language based approah onsiders words near the one in

question. Thus in the bank example, words like \�nanial" or \money" are strong hints

that the �nanial institution sense is meant. Interestingly, despite muh work, and a number

of innovative ideas, doing signi�antly better than hoosing the most ommon sense remains

diÆult [38℄.
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In this paper we develop a method for using image information to disambiguate the

senses of words. We posit that image information an be an orthogonal soure of infor-

mation for distinguishing senses. In the extreme ase, disambiguation using nearby text

alone is impossible as in the sentene: \He ate his lunh down by the bank." In suh ases,

alternative soures of information o�er attrative possibilities for grounding the word mean-

ings. Even when not essential, non-textual information has the apaity to be helpful. Our

method for using assoiated visual information an be used alone, or in onjuntion with

text based methods. Naturally, when no images are available, the system must fall bak

on non-image methods. Inorporation of omputer vision into the word sense disambigua-

tion proess is a novel approah. As far as we know, all other word sense disambiguation

methods use doument text and/or additional text arrying domain or doument ontext

semanti information.

To use image information we exploit a reently developed method for prediting likely

words for images [7, 18, 4℄. The method is based on a statistial model for the joint

probability distribution of words and image region features. The model is learned from a

training set of images with assoiated text. Additional details are provided below (Setion

3).

To use the model for word sense disambiguation, we onstrain the predited words to be

from the set of senses for the word under onsideration. In general, when word predition is

onstrained to a narrow set of hoies (suh as possible senses), it an be quite reliable. We

report on experiments using the resulting sense probabilities as is, as well as augmenting a

state of the art text based word sense disambiguation algorithm.

In order to evaluate our approah, it was neessary to develop a new orpus, ImCor,

whih onsists of a substantive portion of the Corel image data base assoiated with disam-

biguated text drawn from the SemCor orpus. (We have made ImCor available for researh

purposes [26℄). Our experiments using this orpus suggest that visual information an be

very useful for disambiguating word senses.

2 Disambiguating Words using Textual Content

Researh into automati methods for disambiguating word senses has resulted in a variety

of ways of using the surrounding text, or the \textual ontext", to infer word sense. Disam-

biguating sense is a semanti problem, and the underlying assumption is that the word to be

disambiguated is semantially linked to the nearby words, as text tends to be semantially
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oherent. Co-ourrene statistis will reet semanti linking, and thus researhers have

developed methods based on statistial models for senses [12℄. A large number of other

methods attempt to quantify this linking using known word semantis. For example, word

lasses, as de�ned by a Thesaurus, an be integrated into a ombined weight of indiators in

the textual ontext [39℄. Going further, most word sense disambiguation algorithms use a

semanti network suh as WordNet [33℄. WordNet is a mahine-readable ditionary overing

a large proportion of the English language (152,059 words) organized into 115,424 sets of

synonyms (synsets). It provides relationships between the sets, the most ommonly used

one being the hypernym (\is a") relationship. The graph reated by hypernym relation-

ships forms a tree in whih every node is a hypernym of its hildren. The path onneting

two words an be used to de�ne semanti distanes, whih has been used in word sense

disambiguation algorithms [1, 28, 16, 32℄.

Usage statistis are also helpful for word sense disambiguation. In WordNet, the \sense

number" roughly orresponds to dereasing ommon usage frequeny (the �rst WordNet

sense is most ommon). Going further, researhers have exploited the SemCor sense-

attributed orpus [32, 37, 23, 34℄. SemCor, short for the WordNet Semanti Conordane

[21℄, onsists of 25% of the Brown orpus [20℄ �les whih have been fully tagged with part-

of-speeh and is sense disambiguated.

A number of word sense disambiguation methods were ompared on the same data at

the Senseval2 [19℄ ontest for word sense disambiguation methods. The �rst plae algorithm

was SDW [32℄ whih uses information from both WordNet and SemCor. Thus we use that

algorithm in this work. Overall, however, the results from Senseval2 indiate that word

sense disambiguation is still very muh an open problem [38℄.

There has been some work done inorporating multiple alternative knowledge soures

to help disambiguate words in ontext. In [15℄, \world knowledge" derived from alternative

synset ontexts obtained through WordNet was used to supplement a learning algorithm

and showed marked improvement over the unaided version. Another interesting example is

found in [35℄, where, for every word being disambiguated, a feature set is formed based on

multiple soures, inluding the part of speeh of neighboring words, morphologial form, the

unordered set of neighboring words, loal olloations and verb-objet syntati relation.

During training, disambiguated sentenes were mined for training data, suh that during

testing, a feature set obtained for a word an be ompared against many training sets, with

the intent that the degree of similarity is diretly proportional to the probability that the

sense of the word in a training set is the orret sense for the test word. While this system
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Figure 2: Illustration of region labeling. Eah region is labeled with the maximally probable word,

but has a distribution over the entire voabulary.

relied on the surrounding text to obtain the feature set during testing, training data ould

have potentially ome from a number of di�erent soures. This and other similar e�orts

[29, 9℄ indiate that intelligent and eÆient integration of multiple knowledge soures an

result in enhaned performane of a variety of algorithms dealing with textual analysis in

general, and word sense disambiguation in partiular.

3 Prediting Words from Images

To integrate image information with text data we exploit reent work on linking images and

words [7, 18, 4℄. The general approah is to build statistial models for the o-ourrene of

image regions and words. A key assumption is that words are linked to images via regions.

These models an be used to predit words for image regions (region-labeling) as well as

entire images (auto- annotation). Region labeling is illustrated in Figure 2. To label regions,

probabilisti inferene using these models provides a posterior probability distribution over

the voabulary for eah region, and we label the region with the one whih has maximal

probability. We �t the models using large image data sets with assoiated text. Critially,

we do not require that words in the training data be identi�ed as belonging to partiular

image regions, as suh data is rare.

These models owe muh to previous work in the text domain [24℄ and statistial mahine

translation [10, 11, 30℄. A number of additional methods for linking image features to words

have been reently proposed [13, 25℄, and these ould also be onsidered for word sense

disambiguation. For this work we use one of the models from [4℄. In partiular, we use

the dependent model, D-2, with linear topology. We do not use the hierarhial lustering
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version as that is better suited haraterizing a known data set, and less suited for prediting

words for novel images.

We �rst segment images into regions whih have oherent olor and texture. This sim-

pli�ation is essentially a data redution step allowing semanti analysis to be done on

groups of pixels. In this work we use a modi�ed version of Normalized Cuts [36℄ for seg-

mentation. For eah image region we ompute a feature vetor representing olor, texture,

size, position, and shape [4℄. A region, together with its feature vetor, will be referred to

as a \blob" [14℄.

Our language model is the ommonly used \bag of words" where word order is not used.

Various pre-proessing strategies an be used to inrease the likelihood that words an be

onneted to visual attributes of image regions [5℄. In this work we use a subset of the

SemCor [21℄ voabulary as desribed further below (Setion 6).

To statistially link blobs with words we assume that there are hidden fators (onepts)

whih are eah responsible for generating both the words and blobs assoiated with that

fator. This binding of their generation leads to the apaity to link words and blobs. We

further assume that the observations (image and assoiated text) are generated from mul-

tiple draws from the hidden fators or nodes. Without modeling image generation as being

ompositional | the same model of a tiger region an be used for all images with suh

regions | our models would need to model all possible ombinations of entities. Further-

more, modeling spei� ombinations in the training data would lead to poor generalization

on novel ombinations in new images. We model the joint probability of a partiular blob,

b, and a word w, as

P (w; b) =

X

l

P (wjl)P (bjl)P (l) (1)

where l indexes over the onepts, P (l) is the onept prior, P (wjl) is a frequeny table, and

P (bjl) is a Gaussian distribution over features. We further assume a diagonal ovariane

matrix beause �tting a full ovariane is generally too diÆult for a large number of

features.

To go from the blob oriented expression (1) to ones for an entire image, we assume that

the observed blobs, B, yield a posterior probability, P (ljB), whih is proportional to the

sum of P (ljb). Words are then generated onditioned on the blobs from:

P (wjB) /

X

l

P (wjl)P (ljB) (2)
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where by assumption

P (ljB) /

X

b

P (ljb) (3)

and Bayes rule is used to ompute P (ljb) / P (bjl)P (l).

Some manipulation [6℄ shows that this is equivalent to assuming that the word posterior

for the image is proportional to the sum of the word posteriors for the regions:

P (wjB) /

N

X

b

P (wjb) (4)

We limit the sum over blobs to the largest N blobs (typially N is eight). While training,

we also normalize the ontributions of blobs and words to mitigate the e�ets of di�ering

numbers of blobs and words in the various training images. The probability of the observed

data, W [B, given the model, is thus:

P (W [B) =

Y

b2B

 

X

l

P (bjl)P (l)

!

max(N

b

)

N

b

Y

w2W

 

X

l

P (wjl)P (ljB)

!

max(N

w

)

N

w

(5)

where max(N

b

) (similarly max(N

w

)) is the maximum number of blobs (words) for any

training set image, N

b

(similarly N

w

)is the number of blobs (words) for the partiular

image, and P (ljB) is omputed from (3).

Sine we do not know whih onept is responsible for whih observed blobs and words

in the training data, determining the maximum likelihood values for the model parameters

(P (wjl), P (bjl), and P (l)) is not tratable. We thus estimate values for the parameters using

expetation maximization (EM) [17℄, treating the hidden fators responsible for the blobs

and words as missing data. In the EM omputation we alternate between the following two

steps:

Expetation(E) Estimate the expetations of the unobserved data from the previous es-

timates of the parameters. In partiular, for eah blob and word in the training data,

we estimate the probability that it omes from eah of the hidden fators (onepts).

Maximization(M) Estimate the model parameters (P (wjl), P (bjl), and P (l)) by maxi-

mizing the expeted log-likelihood omputed during the E-step.
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4 Using Word Predition for Sense Disambiguation

In the ontext of word sense disambiguation, our voabulary is assumed to be sense dis-

ambiguated. Formally, we use an extended voabulary S, whih ontains the senses of

the words in a voabulary W . Notationally, if the word bank 2 W then fbank 1, bank 2,

: : :g 2 S. Thus, every sense s 2 S is the sense of only one word w 2W . One a model has

been trained on S, we an use the annotation proess to ompute P (sjB). Di�erent than

annotation, word sense disambiguation has the additional harateristi that we are trying

to only distinguish between the senses, s, for a partiular word, w, rather than produe a

number of good hoies from all of S, whih is learly more diÆult.

Given a word, w, under onsideration, we assume that senses for all other words should

not be predited. Operationally we simply take the posterior probability over all the senses

in our voabulary, and set those not orresponding to w to zero. We then resale the

posterior so that it sums to one. This omputation yields the probability of a word sense,

s, given w, and the visual ontext, B, whih we denote as P (sjw;B).

Being able to onstrain the word predition domain makes the proess more aurate

and thus more useful. Linking words | whih arry semantis | to images, is a diÆult

task, and limiting the hoies the system has to make is generally helpful. For example, as

shown in Figure 3, if we know the words in a aption, and thus an onstrain region labeling

to those words, then labeling performane inreases substantively.

4.1 Combining Word Predition and Traditional Word Sense Disam-

biguation

The quantity P (sjw;B) an be used as is for word sense disambiguation, and we provide

results for this strategy. It is also natural to ombine it with text based methods, as it

seems to provide an orthogonal soure of information. Here we assume that a text based

method an provide a seond estimate of the probability P (sjw;W ) for the sense, s, for w,

based on the observed words, W (the senses are not known a priori). We disuss our hoie

of P (sjw;W ) below (Setion 4.2).

In preliminary work [8℄ we proposed that these two estimates were relatively indepen-

dent, giving the following simple expression for ombining them:

P (sjw;B;W ) / P (sjw;B)P (sjw;W ): (6)

We provide results for this approah for ombining the two kinds of information. However,

preliminary work suggested that these two quantities are less independent than we originally
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Figure 3: Illustration of the improvement in region-labeling due to being able to restrit the predited

words to those known to be in the aption. The task here was to �nd tiger regions in the image data

base. (This task is not preisely analogous to word sense disambiguation). The best tiger regions

found are shown. The top group was determined only using image data, whereas the bottom group

was found using both image data and the �ve keywords, one of whih was tiger.
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assumed. In partiular, both approahes typially embody the likelihood of ommon senses.

Thus we propose here a alternative heuristi for ombining the two quantities:

P (sjw;B;W;/ max(0; P (sjw;B) + P (sjw;W )� P (sjw)) (7)

Intuitively, we assume that both P (sjw;B) and P (sjw;W ) embody P (sjw) as a major

omponent, making them not partiularly independent. Thus we approximate them as eah

providing two soures for the sense, P (sjw) and the di�erene, either P (sjw;B)-P (sjw) or

P (sjw;W )-P (sjw). If we wish to treat these equally important but alternative hypothesis,

the we need to subtrat o� the doubly ounted P (sjw). We then treat any negatives as

zero, and renormalize.

4.2 Traditional Word Sense Disambiguation

The probability P (sjw;W ) in (6) is assumed to ome from a traditional text based word

sense disambiguation algorithm. In preliminary [5℄ work we used a na��ve algorithm based

on distanes omputed using WordNet [33℄ among words forming the ontext and words

related to proposed senses. This algorithm produed a sore instead of a true probability,

and was alulated using work from [5℄, whih itself was drawn from [2, 31℄.

We found that the performane of this algorithm was poor, leading to the question of

whether our originally preliminary results using image information would be overshadowed

by a more sophistiated text based WSD algorithm. Thus we looked at the results of Sen-

seval 2, a ompetition held between various WSD algorithms in 2001 [19℄. Interestingly, the

simple algorithm of hoosing the most ommon meaning aording to WordNet outperforms

all algorithms but the �ve best [38℄. Aordingly, we hose the best of these, SMUaw, based

on earlier work by the same team [32℄.

This algorithm makes use of both WordNet and the semantially tagged orpus SemCor.

The Mihalea iterative approah onsists of 10 algorithms whih at as �lters on the input

data. Eah algorithm in the pipeline uses a di�erent heuristi to disambiguate a word

and moves it from the set of ambiguous words, SAW , into the set of disambiguated words

SDW (a proess referred to here as \marking"). These proedures range from removing

proper nouns and monosemous words to onneting words whih have ertain semanti

distanes. The original algorithm gave words a de�nite sense based on omputational

heuristis assoiated with eah �lter. As the approah desribed above requires softer

output, we modi�ed the algorithm so that information that would otherwise be lost at eah

�ltration step ontributes to the sore of the sense. Eah of the proedures was altered in
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the following ways (original proedure in italis):

1. Mark all proper nouns with a WordNet sense of 1. No hange.

2. Mark all words with one sense as having that sense. No hange.

3. Examine the usage of the word and its neighbors in SemCor. If the ount of one

sense is a ertain threshold above the remainder of the senses, remove and mark the

word with that highest sense. Instead of dropping the ounts for the senses whih

don't make the threshold, we normalize the array of sense frequeny ounts, and if

one of the senses sores above .75, we mark the word with that sense but retain the

distribution data.

4. For every sense of every noun in SAW , �nd all nouns whih our within a window of

10 words from that sense usage and ompile them together to reate \noun ontexts"

for eah. The sense whose noun-ontext has the greatest overlap with the textual

ontext of the word (de�ned as the ardinality of the intersetion of the noun ontext

with the words in the doument), if it is greater than the next highest sense by a

threshold, should be marked. Again, instead of throwing away the overlap data we

instead store the entire array of ardinalities, normalize, and mark the word if the

highest is above a threshold, in this ase .5.

5. For every word in SAW , if one of its senses is within a semanti distane of 0 (same

synset) from a word in SDW , mark it with that sense. Instead of throwing away

data, a ount for eah word whih was a semanti distane of 0 from a given sense was

tabulated, and then these ounts were normalized and used as substitute probabilities.

Again, we mark a word if it is above the likelihood threshold of .5.

6. Same as above, but was performed within SAW (i.e. two words in SAW whih have

senses with a semanti distane of 0 are marked with that sense). Change is same as

above.

7. Same as �fth proedure, but with a distane of 1 (hypernym/holonym relationship).

Change is same as in 5.

8. Same as sixth proedure, but with a distane of 1. Change is same as in 6.

All those words not disambiguated by the proess were given a default distribution whih

favored the most ommon sense. The end result is that the last 6 of the 8 proedures now

produe softer distributions whih are more useful as part of (6).
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5 ImCor

In preliminary work [8℄ we used the Corel image data set whih has four or �ve keywords

per image. We labeled the senses of these keywords for 16,000 images, and identi�ed a

subset of 1,800 images with potential sense problems using heuristis to bias the set towards

ambiguous keywords. Nevertheless, the amount of ambiguity aross the dataset was not

suÆient to provide for realisti testing. For example, while a word suh as head is usually

ambiguous, in the Corel dataset it overwhelmingly tends to be used in one way.

Given the inadequay of this and all other existing image datasets for this kind of work,

we reated a new researh orpus named ImCor. This orpus links the images from the

Corel dataset with the sense disambiguated SemCor orpus to provide a new orpus whih

links images with semantially tagged text. (We have made ImCor available for researh

purposes [26℄).

5.1 Building Imor

The task at hand was to link images with text passages from SemCor to provide images

linked to text more along the lines as one would �nd in a newspaper or magazine setting.

The Corel keywords were used to determine an initial set of 30 andidate images for eah

of the SemCor artiles. We developed a program to failitate human seletion of text for

the image andidates (Figure 4). The rater would then be asked to �rst hoose whether the

image was appropriate for the text, and, if so, the rater further seleted the text passage

within the artile that was most appropriate.

The magnitude of the task meant that two raters were required to build the orpus.

We divided the data between them so that there was an overlap of one artile in six. We

alulated onsisteny as the quotient of mathing hoies over total hoies. This enabled

us to verify that their results were relatively onsistent at 0.74 by this measure.

The end result was a list of douments with assoiated images marked either as \inap-

propriate", \no text" (for images whih illustrated the artile as a whole but no spei�

part), or \appropriate" with paragraph text from the artile. We then gathered the appro-

priate images into a single orpus with the disambiguated text beoming the aptions. We

inorporated images whih were assoiated with the artile as a whole but no spei� text

segment by assigning them a random sampling of words from the artile with a seletion

fator of

1

P

, where P is the number of paragraphs in the artile. The end result was a

orpus of 1633 image/text pairings, in whih 86.83% were tagged with spei� paragraph
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Figure 4: A sreen-shot of the program used to selet text passages from SemCor semantially linked

to images. The rater reads the artile on the left and then looks at a piture. If that piture is

appropriate, they lik the box in the lower right. At that point the rater has the opportunity to

selet any text whih is appropriate, indiate that they have done so, and then move on to the next

image.

text and 13.17% with random samplings from douments.

5.2 Expanding ImCor

While a arefully sense disambiguated annotated orpus of 1633 images goes far beyond

what is available, it is still relatively small for our purposes. Therefore we exploit the fat

that there is muh semanti redundany in the Corel image data (e.g., there are at least

50 images of planes/jets with very similar keywords), to �nd additional images whih are

appropriate for the aptions found in the �rst step. Any image whih was not already used

that shared two or more keywords with an image whih had been paired with SemCor text

was added to the orpus with that text. This operation produed a new version of the

orpus with 20,153 image/text pairings.
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Minimum

sense ount in

training data

voabulary

Text only Image only Combined

(using (6))

Combined

(using (7))

20 0.009 (0.004) 0.210 (0.002) 0.178 (0.004) 0.207 (0.002)

50 0.027 (0.002) 0.208 (0.002) 0.200 (0.002) 0.200 (0.002)

Table 1: Results of word sense disambiguation experiments with two values for the minimum number

of times that a word sense needs to be used in the training data in order to be onsidered part of the

voabulary. The numbers tabulated are the fration of times the sense was orretly hosen relative

to the performane of hoosing the most ommon sense in the training data. This \empirial"

performane is 58.5% for the �rst row, and 57% for the seond row. Thus the absolute performane

is about 60% for the text based method, and 80% when images are used. All numbers are positive

whih means that all algorithms exhibit non-trivial performane. The results are the average of

8 di�erent breakdowns of training and testing, and, in the image ase, we further averaged over

two di�erent initialization strategies whih gave similar results. The numbers in parenthesis are

estimates of the error due to test/training sampling and initialization.

6 Experiments

In preparation for our experiments, we produed eight di�erent breakdowns of our orpus

into training and testing sets (90% training, 10% testing). We then removed stop words

from the orpus to redue omputation. For eah training set we eliminated all word senses

whih ourred less than 20 times (50 times in a seond experiment). Typial voabulary

sizes were 4400 words, of whih about 1600 were ambiguous (3500 / 600 for the seond

experiment).

We then applied the text based algorithm detailed above (Setion 4.2) to the test data

to get an estimate of the probability of eah sense for eah ambiguous word. Next we

trained the word predition model (Setion 3) on the ombined image sense data. We used

the features for the 8 (all if there were fewer) largest image regions. We used exatly the

same features as in previous work [4℄ to represent region size, loation, rough shape, olor,

olor variane, and texture. We then applied the model to the test data to predit senses

aording to (4) restrited to the senses for eah word under onsideration as desribed in

Setion 4. We also ombined the image and text results as desribed in Setion 4.1.

The results are shown in Table 1. As in previous work [4℄ we �nd it useful to fous

on the amount by whih the performane exeeds what is possible using the empirial
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distribution of the training set, whih was roughly 60%. This ontrols somewhat for subset

diÆulty, and makes it easy to identify non-trivial performane sine it results in positive

values. Exeeding the empirial distribution is even more diÆult than the simple \most

ommon sense" method, whih has been found to be surprising e�etive [38℄, as the empirial

distribution gives the ommon sense for the partiular orpus being investigated.

We ompute performane using only words whih are ambiguous in a partiular image.

By onstrution, if a test image only has one sense of a word, our measurement proess

would sore all algorithms as giving the orret sense, whih would inate performane

�gures, and dilute the e�ets that we are investigating.

We found that the text based algorithm barely exeeded the performane of the empirial

distribution, suggesting that in this orpus very little text information is available for the

kind of proessing used by that algorithm. By ontrast, our results using image information

are very promising, inreasing performane over the empirial by roughly 20% yielding

around 80% absolute performane. This on�rms our main thrust | that image information

an help disambiguate senses, and that this ability an go beyond that easily available using

text alone.

Unfortunately, ombining the two methods to ahieve even better performane proved

diÆult. Using both proposed approahes for doing so gave results that were a little worse

than using only image information, although the seond method was almost on par. Al-

though disappointing, this result is not overly surprising given that the text results are not

that di�erent from that for the empirial distribution. This is beause our word predition

model an (and does) impliitly enode some text ourrene statistis, and thus of the

information available in the empirial distribution is already likely being used, rendering

the text algorithms e�orts somewhat redundant.
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7 Conlusion

The main onlusion from this work is that visual information an help disambiguate senses,

and thus help ground language meaning. In fat, we found that our method for using visual

information performs substantively better than a state of the art text based methods on

our orpus. Of ourse, alternative information suh as image data is not always available,

and here we must fall bak on text based methods.

A seond important ontribution of this work is the development of a new orpus,

ImCor, whih links images with sense disambiguated text. As linking images with text is

an important emerging researh area, this data set will help researhers in this area evaluate

the extent to whih various approahes apture the semantis of the visual data.

We were unable to further improve word sense disambiguation performane by om-

bining image and text based methods. We suspet that this is beause the image based

word predition is able to apture some of the statistis of the sense ourrenes, and it is

diÆult to �nd a word sense disambiguation method whih performs beyond this, at least

on a restrited orpus like ours. We are thus ompelled to investigate a tighter integration

of the two proesses. In partiular, we would like to develop a text based word sense disam-

biguation omponent whih fouses on information whih is orthogonal to that embodied

in our statistial models for the o-ourrene data of words and blobs in images.
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