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Abstract

We present an approach to alphabet-independent gestural recognition which differs from existing techniques such
as curve-matching in that it attempts to approximate the functionality of the feature-based approaches while allow-
ing the advantages which result from alphabet independence. Our approach uses a probabilistic model to analyze
an alphabet based on user supplied samples and to effectively describe the symbols as a collection of properties or
attributes which are either absent or present in the particular symbol with a known probability. These properties are
then used to test an unknown symbol and a simple cost function is used to determine the recognition result.
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1 Introduction

Many existing gestural recognition techniques assume that the designer has a prior knowledge of the alphabet in
question. These algorithms are often feature-based approaches which attempt to encode the symbols of the alphabet
as a set of attributes or features which are present in the symbol (e.g. closures, cusps, dots, etc.)
[1,3,4,8,11,12,16,26]. Other existing techniques tend towards less alphabet dependence, such as the signal process-
ing techniques, in particular curve-matching algorithms [6,18,27,28]. Although often relatively effective, these
techniques may require extensive computation and may also result in extended program tuning in order to distin-
guish between particularly ambiguous symbols.

Feature analysis algorithms for the recognition of hand-drawn symbols have the advantage of allowing the algo-
rithm designer to select specific features on which to base the recognition of an unknown symbol. She may choose
to include tests which are effective in distinguishing only a very small subset of the given alphabet if ambiguity
amongst those symbols is detected either in advance of the original design or later during the testing phase of
development. These techniques also have the advantage of being easily modeled for computation, often in the form
of a binary decision tree or as a finite state machine [8,11,16,26]. However, this required prior analysis has obvious
drawbacks as well. For example, this approach is frequently alphabet dependent and thus requires a designer who is
not only familiar with the purpose of the given alphabet but who is most likely experienced in its use. This assump-
tion of knowledge also hinders quick prototyping and thus testing of gestural interface systems.

As a result of a continuing research effort to design a system that would integrate a variety of different recognition
techniques in order to support the quick prototyping, performance analysis, and automatic generation of recognition
algorithms for on-line gestural recognition algorithms, we examined the possibility



of designing an algorithm which could approximate the behavior of feature recognition while at the same time being
alphabet independent. Our system requires that all techniques be able to operate in an alphabet independent manner
and be able to extract enough information from a limited training process to support their effective operation. These
requirements are met by curve-matching algorithms. Also, many temporal-based approaches [9,11,12,22] can be
easily adapted to operate on user-supplied training data (e.g. pen-tip motion, sequence of zones, sequence of direc-
tion changes). These requirements, however, are not as easily addressed in the case of feature-based techniques with
their inherent assumption of knowledge with respect to the given alphabet.

For example, suppose that our alphabet consisted of the digits 0..9 and we wished to design a feature analysis algo-
rithm to distinguish all of the symbols effectively. We could examine the alphabet and design a decision tree which
would be adequate for effective recognition. But how can we do this quickly and effectively without examining the
alphabet in advance? In particular, how can we produce a set of features which is adequate to distinguish the entire
alphabet without some foreknowledge of the features actually present in the collection of symbols?

2 Property-based Recognition

Our algorithm defines a fixed set of properties which are attributes that are either absent or present in any particular
instance of a drawing of some particular symbol of the alphabet. For example, one property might be the presence
or absence of an intersection of strokes in the symbol. Another might be whether or not there are more than 3 such
intersections in the symbol as drawn or whether the symbol contains a dot or not. Many properties are actually
classes of attributes. That is, they are a set of properties whose size is dependent upon the data entered during the
training stage of algorithm execution. For example we might examine whether or not a symbol’s height to width ra-
tio is greater than some variable parameter whose value or values are set based on the analysis of the data entered by
the user in training. Figure 1 presents the data gathered for the height/width ratio of an alphabet consisting of 10
symbols. This data consists of the mean ratio along with a value for the standard error on the ratio measured over all
user drawn samples. When examined for clustering amongst the distribution, three distinct intervals are identified
and the result is three distinct property tests to determine within which cluster an unknown symbol lies. This same
height/width ratio could result in a number of intervals other than three for a different alphabet or even for the same
alphabet as drawn by a different user.

There are some obvious problems which arise from this approach to predefining the properties to be tested on a
given alphabet. Since all of the properties and property classes are defined a priori (only the parameters to some
specific properties will change as described above) there are likely to be some properties which are either con-
sistently useless in distinguishing a particular alphabet or extremely inconsistent for a particular symbol. We may
have a property which holds for all symbols all of the time and thus does nothing to help us recognize an unknown
symbol. Such a property must be identified and its effect on recognition should be eliminated or minimized. It is also
possible that we may have a property $PR sub i$ which is found to be present in a symbol 50% of time and absent
50% of the time. This property is in effect useless in distinguishing the symbol, as its presence or absence is seem-
ingly unpredictable. It is due to these problems that we chose to use a probabilistic approach to recognition with pro-
perties.

We consider each property not as a deterministic binary attribute which is either present or absent in a symbol but
rather as an attribute which occurs in an instance of a drawn symbol with some given probability. This probability is



determined by testing user drawn samples of the symbols against the properties and determining the likelyhood that
a property will hold for the given symbol. Figure 2 shows an example of the symbol "A" as drawn 10 times, along
with the number of intersections present in each instance of the symbol. We can see that the user has drawn the
symbol with 2 intersections 8 out of the 10 times. Thus we would classify the symbol "A" as one for which the pro-
perty "Contains Two Intersections" has probability 0.8 of holding true and probability 0.2 of not being present.

We can now build a table indexed by the symbols of the alphabet as rows and the predefined properties as columns
and assign each cell of the table a probability that the indexed property holds for the indexed symbol, based on the
examination of training data. If a cell in this Property Table, $Prop_table[ S sub i ˆ,ˆ PR sub j ] $ were to contain the
value 0.85, then it indicates that symbol $S sub i$ was drawn with property $PR sub j$ present 85% of the time. In
an effort to avoid confusion, figure 3 presents a small property table representing a user’s rendering of a 6 symbol
alphabet with 5 active properties. As can be seen from the table, some properties are consistent in their presence or
absence from a given symbol while others are not. For example, we can see that the $SYM_2$ was drawn with pro-
perty $PR sub 2$ occurring 100% of the time and that $SYM_1$ was never drawn with property $PR sub 4$. On
the other hand, we can see that $SYM_0$ was drawn with property $PR sub 0$ only 50% of the time.

As was mentioned earlier, we may find that a particular property is not effective in distinguishing the symbols of a
given alphabet. That is, the property may tend to be present in almost all training samples of all symbols or it may
be absent from almost all of the samples. As we shall see, this problem becomes important when we attempt to
determine the correct recognition result. For this reason we attempt to get a measure of the properties ability to dis-
tinguish the given alphabet by taking the standard deviation of each column of the table and associating this weight
with the particular property. These column weights, $W sub j$ are represented in figure 3 in parenthesis under the
column titles. Those columns with a low standard deviation are less likely to be effective in discriminating between
symbols of the alphabet, while those with higher standard deviations tend to partition the alphabet in a more effec-
tive manner.



The other problem which we identified was that of a property which, for a particular symbol, is effectively useless.
That is, it occurs or fails to occur about half of the time and thus cannot be used to accurately predict whether or not
the symbol matches the unknown. We address this problem by designing our recognition calculations to effectively
eliminate or lessen the input of such a property for the particular symbol in question.

Both of these problems are illustrated in the property table of figure 3. In this table, we can see that the column for
property $PR sub 1$ indicates that all of the symbols contained the property in every sample. Thus when an un-
known symbol is entered, the presence or absence of property $PR sub 1$ gives us no new information with respect
to which symbol is likely to match the unknown. If we examine the row of the property table associated with
$SYM_0$, we note that property $PR sub 0$ occurs 50% of the time the symbol is drawn. Although this property is
an effective tool for measuring the other symbols, it is of no use for $SYM_0$ as its absence or presence in the sym-
bol is equally likely.

Once the property table is complete and the column weights are calculated, we need only determine a process by
which, after an unknown symbol $S sub u$ is entered by the user, the appropriate alphabet symbol is selected for
recognition. The approach that we have taken is to evaluate a cost function for each symbol of the alphabet based
on the likelyhood that the symbol matches the given unknown. In order to carry out this calculation we first exam-
ine the unknown to determine which properties are present in it as well as which properties are absent from it. When
this information is complete, we can calculate $cost( S sub i )$ for all symbols in the alphabet as follows:

# Initialize Costs to 0.0
forall $S sub i$ in alphabet do

cost[i] := 0.0

forall properties $PR sub j$ do
forall symbols $S sub i$ do

if $PR sub j$ is present in unknown symbol $S sub u$ then
cost($S sub i$) <- cost($S sub i$) + (prop_tab[$iˆ,ˆj$] - 0.5) * $W sub j$

else
cost($S sub i$) <- cost($S sub i$) + (( 1.0 - prop_tab[$iˆ,ˆj$]) - 0.5) * $W sub j$

_____________________________________________________________________________



After the cost function has been evaluated, we simply select the symbol with the highest result as having matched
the unknown $S sub u$. The property weights $W sub j$ are used to both increase the impact of properties found to
have a high level of distinguishability and to lower the impact of those which do not. One can see that a property
found to be present in all instances of training samples for all symbols of the alphabet would result in a weight of 0
(the standard deviation) and thus effectively eliminate the impact of that particular property in the calculation. Also,
if a property is found to be present in a symbol at a rate of 50% of the time the cost increment again evaluates to 0
and the property is effectively ignored for the symbol under consideration. The result of this calculation is that pro-
perties which distinguish the alphabet well and also occur with ether a high probability or a low probability in a par-
ticular symbol have the largest impact on the symbol’s final cost value. Those properties which yield little informa-
tion have only a slight effect on the symbol’s final cost value. Figure 4 presents an example of the cost calculations
for an unknown symbol from the 6 symbol alphabet used to create the property table and property weights of figure
3. The cost calculations of figure 4 assume that the user has entered a symbol $S sub unknown$ which was found to
have properties $PR sub 0 ˆ,ˆ PR sub 1$ and $ PR sub 2$. However, properties $PR sub 3$ and $PR sub 4$ failed to
hold for the symbol. After the costs for all symbols have been calculated, SYM_4 is chosen as the recognition result.

3 Properties

Properties are defined as attributes of a symbol which are either present or absent in any particular hand-drawn in-
stance of the symbol. Property tests examine the data of an unknown symbol entered by the user and determine if
these binary properties are present or absent in the unknown.

We are continuing to experiment with new property types and expect that further examination of a variety of statist-
ical analysis techniques will result in a number of useful properties which have yet to be considered. We also hope
to explore the area of functional attributes [5,17,19] in an effort to increase the number of property classes. Current-
ly we are working with a basic set of properties as listed in figure 5. The prototype implementation of this algorithm
described in the next section uses only a subset of these properties but extensions are currently under way. We are
particularly interested in examining properties which we feel have yet to be explored adequately in the area of on-
line gestural recognition. For example, extending the usual 3 dimensions of data (x coordinate, y coordinate, time
stamp) to include pen-tip pressure information may prove to be an effective tool in distinguishing some symbols in a
user-dependent recognition system. Acceleration patterns of the pen-tip may also be a useful tool for a user-
dependent system. Such pressure and acceleration information has proven to be useful and effective in signature-
verification systems [2, 14].

As our collection of properties grows, so does the resulting computational effort in calculating the recognition
result. Thus we may wish to identify properties which are not effective and eliminate them from any consideration
in the recognition process. This would be a relatively easy process to carry out as it can be done after the training
stage and before any actual recognition begins. This does, however, present a problem in that experience indicates
that users tend to adapt and/or alter their writing style to a particular system and thus a user may find that, for exam-



ple, using 3 strokes to draw the symbol "A" rather than 2 results in better recognition rates. If we preserve the entire
set of properties we allow more freedom for the user to make changes in her style and yet still find the system effec-
tive. This issue of user-adaptability was also a focus of this project. We have implemented the algorithm in an at-
tempt to allow the system to adjust to changes in the user’s writing style. This is done by updating the property table
after each correct recognition or after the correction of a misrecognition. This allows the system to improve over
time as the user adapts to both the interface and the hardware.

One way to achieve this goal is to attempt to use only properties which require relatively little computational effort
[25]. We have attempted to limit all property tests to computational complexities which will allow us to combine a
large number of these relatively small tests. The majority of tests are of linear complexity with respect to either the
number of points in the unknown symbol or to the number of stroke segments in the symbol. This limitation should
allow for a large number of properties (necessary for larger alphabets) while still allowing effectively real-time
response rates for recognition.

4 Prototype Implementation and Experimental Results

The current prototype implementation is written in X-Icon, an X Window System extension to the Icon program-
ming language [15], and runs on a SUN Sparcstation 1. Handwritten data is entered on an opaque Wacom 420D ta-
blet using a cordless, pressure sensitive stylus.
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Figure 6. a) True Strokes with Raw points. b) Segmented strokes.

The prototype algorithm uses only 6 property classes: True stroke count, segmented stroke count, center of gravity,
height to width ratio, intersection counts, and closed-region counts.

A true stroke is defined as the sequence of points from pen-down to pen-up.

A segmented stroke is a sequence of connected line segments which approximates the original true stroke curve.
Figure 6 gives examples of true strokes and the corresponding segmented strokes. The particular segmenting algo-
rithm used in the prototype is an extended version of a technique described by Dannenburg and Amon [7] which
combines their approach and a variety of other filtering techniques to produce a smoothed segment sequence with
de-hooking and dot reduction [29].

In order to use the center of gravity of the symbol as an effective property, we divide the bounding box of the sym-
bol into 5 areas and determine in which area the center of gravity lies. This has proven to be a relatively consistent
and useful property in testing.

The height to width ratio tends to be a consistent property but one which often has a minimal ability to distinguish
symbols within a given alphabet. For example, the number "1" is easily distinguished from the other digits using this
value but the standard error measure results in the other digits tending to have over-lapping ranges of acceptable
values for this property.

We detect and count an intersection every time the pen-tip crosses a line previously drawn in the symbol. Upon
detection of an intersection, we determine if the intersection has resulted in the creation of one or more closed re-
gions in the symbol.

As was mentioned earlier in this paper, this algorithm was designed to be used as a component algorithm in a much
larger system currently under construction (tentatively titled the INCA system) which attempts to integrate the
results from a variety of distinct recognition techniques into a single recognition result. Initial experimental results
from the system indicate that unlike algorithms which are expected to stand alone in recognition, those used as com-
posite algorithms can be useful and effective with recognition rates of well below those of traditional techniques.
With this in mind we tested the prototype algorithm on a variety of alphabets ranging in size from 8 to 15 symbols
using 60 samples of each symbol from 3 separate users. The results are listed in figure 7. Testing was carried out by
using the first 20 samples of a symbol as training data and the final 40 samples for testing recognition. The alphabets
consisted of the digits 0..9, 15 lower-case characters, and a set of 8 mathematical symbols.



The current implementation does not perform its own inter-symbol segmentation but rather relies upon an explicit
signal to mark the end of one symbol and the start of the next. This is a design choice based on the fact that the algo-
rithm is intended to be placed into a much larger system where segmentation is already performed for all of the
component algorithms.

In order to support the continual update of the property table, misrecognition is handled using the Tap-Correction
approach described by Goldberg and Goodisman [10]. This approach has proven very effective, as the correct sym-
bol is found to have at least the second highest $cost()$ result in over 91% of our test cases.

When a symbol has been recognized correctly or after misrecognition has been identified and corrected, the algo-
rithm uses a Bayesian approach to update the property table to ensure that it reflects the algorithms performance ac-
curately at any point in time. This allows the algorithm to adapt to the user and improve its performance.

5 Conclusions and Future Work

We feel that our experimental results are promising and offer an indication that this technique may be an effective
approach to on-line recognition of hand-drawn symbols. We expect that as the quality of our property tests improve
and as we extend and improve the cost function we may see results which are comparable to a variety of existing
techniques. In particular, we expect that with little extension to the current system, we will be able to achieve our
initial goal of approximating the functionality of feature analysis in an alphabet-independent manner which can be
used in the INCA system to assist in recognition.

We are currently underway in the implementation of this algorithm in C++ to run with ARTKIT (Arizona Retarget-
able Toolkit) [13] in order to allow it to be introduced into the larger on-line recognition system. A number of new
properties and variations of the cost function are also being implemented. We believe that the addition of new pro-
perties is essential to this technique if it is to succeed on alphabets with more than 15-20 symbols, but these proper-
ties must be carefully designed so as not to lose the real-time recognition that is essential to a quality gestural inter-
face.

We are also examining the possibility of using extended properties. These properties simulate entire recognition
techniques, such as curve-matching, temporal analysis, or other approaches, in an effort to design algorithms of
these types which are likely to be more robust at an early stage of design due to their composition with simple pro-
perties that will address the few ambiguities that often occur in initial implementations of these techniques. Because
of the inherent complexity of many recognition techniques, it is essential to carefully select the simple property tests
with which to combine them, in order to preserve real-time recognition.
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