Indexing Flower Patent Images
Using Domain Knowledge
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HE ADVENT OF THE INFORMATION THE AUTHORS USE A FLOWER-PATENTS DATABASE TO DESCRIBE
revolution has enormously increased the

amount of information that people and orga- A NEW APPROACH TO INDEXING A SPECIALIZED DATABASE. THEY
hizations must handle. Using this information e 14 001 OR AND SPATIAL DOMAIN KNOWLEDGE AVAILABLE
effectively requires tools to manage this infor-

mation, including those for searching, retrigv- FOR THE DATABASE FOR SEGMENTING THE FLOWER REGIONS

ing, and classifying it. Several good search
engines exist for text in ASCII form. However, FROM THE BACKGROUND AUTOMATICALLY. THE RETRIEVAL

no good tools of comparable performance for SYSTEM PROVIDES A PERCEPTUALLY CORRECT RETRIEVAL WITH
retrieving images are available yet.
Traditionally, people have manually anno- NATURAL LANGUAGE AND EXAMPLE IMAGE QUERIES.
tated image databases using textual key-
words. They then retrieve images based amust be queried by both example images rBackground on image retrieval
the manually assigned keywords. Manuatolor name, so that both those checking new
annotation is slow, expensive, and impragtipatent applications and those buying patents The basic step toward meaningful retrieval
cal for today’s large image databases.| Ifor cultivation can use it. is to ensure that the image descriptions used|to
addition, manual annotations suffer from Unlike many other color-based retrieval sysindex the database relate to the image's
many limitations; they can be inaccuratgems!?our system ensures that the indexingemantic content. This requirement is difficult
(especially for large databases), and they gaprocess uses only the flower’s color rather thaito meet for content-based image retrieval.
not encode all the information present in jaigolors in the entire image (see the “Literatur&nlike text where the natural unit, the word
image. Thus, there has been much interestirvey and related work” sidebar at the end dfas a semantic meaning, the pixel—which is
recently in content-based image retrievalthe article). The retrieval system links a natthe natural unit of an image—by itself has no
where the goal is to find images in the datadral-language color classification derived fronmsemantic meaning. In images, meaning is
base that are partially or completely similathe ISCC-NBS color system and the Window$ound in objects and their relationships. How-
to a query or example image. X color names to the flower’s color. Users mayever, segmenting images into such meaning-
This article explains how to query a datagquery the database by either using natural-lafuul units (objects) is, in general, an unsolved
base of flower patent images using both|aguage queries to describe a flower’s colon goroblem in computer vision. Fortunately, we
example flower image and color names. Thiby providing an example image of the flowercan often directly correlate many image attrib-
database consists of images that have he@ur goal is to find a way to use the domainutes, such as color, texture, shape, and appear-
digitized from photographs submitted as a paknowledge available for specialized databasesice, with the problem’s semantics. For
of applications for flower patents to the USto provide better retrieval performance than|dmstance, logos or product packages (for exam-
Patents and Trademark Office. This databaggeneral-purpose retrieval strategies. ple, a box of Tide laundry detergent) have th
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same color wherever they are found. A leop
ard’s coat has a unique texture, while Abra
ham Lincoln’s appearance is uniquely define:
Often, we can use these image attributes
index and retrieve images.

However, we must use these attributes wit
care if they are to correlate with the semantic g i)
of the problem. For example, many Image—Figure 1. Example of database images showing different types of backgrounds.
retrieval systems use color to retrieve image.
from general collections?A picture of a red
bird used as a query might retrieve not ohlgrounds, as Figure 1 shows. There are twoolor modef We have constructed a map-
pictures of red parrots but also pictures of rethain challenges with this application: segping to a natural-language color name space
flowers and red cars. Clearly, this is not anenting the flower from the background, andising color names from the ISCC-NBS sys
meaningful retrieval as far as most users jaescribing the flower’s color in a way thg
concerned. If, however, the collection pofmatches human perception and allows fl
images were limited to those containing birdshle querying by example and by natural- Work in the areas of color image segt
the results retrieved would be restricted|téanguage color names. mentation and modeling of the appearang
birds and probably would be far more mean- We would like to use this domain’s char-of colored objects is also relevant to our
ingful from the user’s viewpoint. acteristics to automate the segmentation avdork. Researchers have used color his

Although many image-retrieval algo-indexing process. Most of the domain knowltogramd? in different color spaces;12for
rithms have been focused on retrievingedge is in the form of natural-language statezolor image segmentation. However, non
images from general image collections, wenents; translating them into rules to buildof the systems above identifies the object ¢
believe that restricting image-retrieval to speautomated algorithms is difficult. For exam-interest; hence, these systems cannot distin-
cialized collections of images or to specificple, like most natural subjects, a lot of colarguish the background elements from th
tasks will be more successful. The restrictiodased domain knowledge is known for théoreground elements. Q. Huang and othe
to specific domains does not make the taskower domain: for example, flowers arehave studied automatic foreground an
any less interesting or useful. In fact, somearely green, black, gray, or brown. Exam-background disambiguation based on mu
of the most successful work in the area| ofles of information in other domains wouldtiple features such as color, intensity, an
image-retrieval has been in specialized metiie facts such as the following: mammals aredge informatiort? but these techniques
ods for retrieving faces similar to a facerarely blue, violet, or green; and outdoprassume relatively smooth backgrounds an
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gthe color space needs to be mapped to colors
gas perceived by humans.
We have developed an iterative segmenta-

r-some colors as background colors and then

agkesting the hypothesis by eliminating thos

rgolors. Evaluating the remaining image pro

but where the task is very specific (to finduseful for translating natural-language rulesides feedback about the correctness of the

trademarks that are visually similar). Tradeabout color into computer-usable informa-hypothesis, and the algorithm generates|a

mark images have text associated with thention. However, they provide good indexingnew hypothesis when necessary after restag

which permits searching both on the visualools when the object of interest has been préag the image to its earlier state.

content as well as on the text. There has hesegmented from the background. In the

some work on interfacing text and image+everse approach, applications such as face

retrieval to retrieve trademarkhe use of| identification using skin tones and automatiSegmenting the flower from

text retrieval allows additional constraints target recognition (where the part of the cologhe background

For example, two visually identical trademarkspace that corresponds to the object of inter-

images are considered conflicts only if theyest is identified) have mapped color-domain The first step in indexing the flower paten

are used for similar goods and services. | knowledge onto the 3D color spathlod- | database by flower color is to extract the
We have developed a better approach|faling the distribution of color points in flower from the background. There is no gen-

indexing a specialized database by exploitingbjects is an important issue in this approacleral solution to the problem of extracting the

the knowledge available for the domain covE. Saber and others model the set of pixelsbject of interest from an image. However, for

ered by a flower patents database. Althougim each natural object as a Gaussian prgba-specialized domain such as flowers, we can

all images in the database depict flowerdility density function in annotating naturaluse domain knowledge to automatically

there is no uniformity in the size and locatiorscened.Yihong Gong and Masao Sakauchiextract a region from the image that has a high

of the flowers in the image or the image backdetect regions corresponding to a specifiegrobability of being a flower region. The types
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red reddish orange | reddish purple
reddish brown green bluish green
purplish red brown greenish blue
purplish pink yellow green orange » the ISCC-NBS (Inter-| HSV space to a color defined in the Win
orange yellow blue yellowish brown Society Color CouncilH dows X system. They map points with ng
yellow purplish blue | yellowish pink National Bureau of Stan- exact map to the nearest color name, using
olive brown pink greenish yellow dards) color system, the city block measure to compute dist
yellowish green violet brownish pink which produces a densetances. They also map each point to the
olive purple brownish orange map from the Munsell ISCC-NBS name (see Figure 3). We use the
(a) color space to names; ISCC-NBS name to produce a color hierar-

=

and chy so that queries can be general (fa
the colors defined by the example, blue) or specific (for example

very pale | very light | _brilliant vivid Wipdows .X system,| pale blue). We also use thi§ color structure
- - which provides a sparse to segment the flower from its background.
pale light : grayish | moderate mapping from the RGB Using color names from two sources
strong | dark grayish| _ dark deep (red-green-blue) space improves the chances of finding a name that
blackish | very dark | very deep to 359 names. matches the user's natural-language query.
(b)
The ISCC-NBS system lterative segmentation with feedbackWe
uses a standard set of bas@eed to segment the regions corresponding|to
red green brown | brown hues (see Figure 2a) andflowers from the rest of the image before we
blue purple yellow | yellow generates 267 color namescan accurately describe the flower’s colors. We
violet black gray gray using hue modifiers (see isolate the flower regions from the background
() Figure 2b). This gives a using domain knowledge about the color of

Figure 2. The ISCC-NBC system: (a) hue names; (b) hue modifiers; and (c) color easily decompose into
classes derived from grouping hue names and adding the neutral colors. hierarchy of colors where

we can use the full color Using domain knowledgBecause we have

name, partial names, basemapped the 3D color space to natural
hues, or coarser classes comprising groups laihnguage color names, we can use color-based
of information available for this application base hues (see Figure 2c). domain knowledge of the type discussed ear:
can be categorized intmlor-basecandspa- The color names in the ISCC-NBS sysiier. We can eliminate most of the frequently
tial domain knowledge. Because color-basettm often have simpler, commonly usedccurring elements of the background in
domain knowledge is available for natural-alternatives; for example, “very pale yel-flower images by deleting pixels from color
language color descriptions, and because primwish white” in the ISCC-NBS system is classes that do not represent flower colors.
viding color name-based retrieval is also gnévory,” and “light brownish yellow” is| Black and gray are mostly from the image’s
of our goals, we have designed the retrievdkhaki.” Our color tables extract the sim-shadow regions; brown pixels come fron
system to map the color space to commopnlgler names, such as “ivory” and “khaki}” shadows as well as branches and soil, and
used color names. The next task is to segmefnbm the definitions in the Windows X sys- green pixels are from foliage and vegetation.
the image using both color and spatial domaitem; these color names often are derived In addition to color-based domain knowl-
knowledge. These steps constitute the offlinffom commonly known objects of the sameedge, we can derive additional rules from
processing phase of indexing the databasg.color. domain knowledge about the spatial distri
The raw image data available encodebution of the flower and background in the
Mapping from color space to namesTo be | color in the RGB space using 24 bits pedatabase images. An observation that can
useful, tables must map points on a 3D calgpixel. This produces? possible colors, help identify background regions is tha
space to color names in a way that agrees witthich is far more than the number of distincbackground colors are usually visible along
human perception of colors. We use twaolors that a human can perceive. The dighe periphery of the image. If this observar-
sources for names: tances between points in this space alsg dimn were always true, the automatic index-
not represent the perceiveding system could detect the background colg
distances between colors.with certainty by analyzing the colors pres

=

We have used the HSYV entinthe margins of the image. However, as
RGB (256 x 256 x 256) |(245, 195, 40)| (233, 150, 122) (Hue-Saturation-Value) Figure 1 shows, the image’s margins can fall
HSV (64 x 10 x 16) (7,8, 15) (2,5, 14) color spacé? discretized| into one of three types:

Xcolornames (359) Goldenrod2 |  Dark salmon intol 64x10x 16 bins, as .
ISCC-NBS colornames (267) |Strong yellow|Dark brownish pink an intermediate space toe the flower may be totally embedded in the

Color classes (12) Yellow Pink reduce the number of col-  background; _
ors and to keep perceptu- the background and flower regions may
ally similar colors in the interlace along the margins; or
Figure 3. Example of the color representations used.(RGB is red, green, blue; HSV ~ same neighborhood.  the flower may fill the whole image.
is the Hue-Saturation Value; and ISCC-NBS is the Inter-Society Color Council— The color tables map eagh

National Bureau of Standards.) point on the discretized

We can derive some useful guidelines from
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Image

Delete color classes
black, gray, green, brown

the fact that the images in the database are p !
tographs depicting flowers. First, the flower, Find largest segment
itself will occupy a reasonable part of the *
image. Second, if flowers are present near tf
image boundaries, they will be present through
out the image because the object of interest (tl

Analyze image border
using color classes
T

flower, in this case) is unlikely to be confined — !
solely to the image periphery. The backgroun (__significant color present> ]
can have other colored objects, but they us N0+ %YES
ally do not dominate the main subject, the |C0mpute flower colors| | Delete color(s) |
flower. *
We also know that the flower images werg . .
. L Analyze image border | Find largest segment |
submitted as part of a patent application using color names

Therefore, we can conclude that there is a si Delete next color

gle type of flower, although the image may Valid segment found?
: Restore colors
contain many types of flowers. Because @

. - No Restore color
this, we can select one prominent segment |Compute flower co|ors|
a flower region out of multiple segments | Color names used? |
without losing information. The goal is to iso- Yes¢ ! Tested each7 No
late a region in the image where we can obta Yes (border color
L ) Restore colors and
a good description of the flower’s color, not compute flower color

to detect all flower regions in the image.

Segmentation strategyOur approach 1o rigyre 4, Overview of the indexing system, showing steps in the automatic computation of the flower color during
extracting a region that has a high probabilitoffline processing.

of being a part of a flower is to use the knowl
edge discussed above to successfully elimi-
nate background colors until the remainihgninimum size, based on the size of théargest segment has the highest probabilit
region contains only flower areas. This entailtargest segment obtained after deleting thef being a flower region.
generating a hypothesis identifying the backaonflower color classes, and its centroid Only the pixels constituting the largest
ground colors. However, because the hypottshould fall within the image’s central regionvalid segment are retained; the rest are elin
esis could be wrong, we use a feedback mechs defined in Figure 5a. (These requirementeated. In flower images taken in natural su
anism from the segmentation results |t@re based on the domain knowledge digoundings from a distance, this process is suf
redirect our choice of background colors andussed in the previous section.) ficient for producing a good flower segmen
try a different hypothesis. If there is more than one valid segment(see Figure 6).

We use the connected-components alg@nly the largest segment is retained. This step Further processing is required when th
rithm whenever we need to identify segmentdeletes small patches of extraneous colotargest segment contains background colofs
in the image, where each segment is a cofrom other colored objects in the image—foiin addition to the flower regions. First, the
nected component. The connected comp@xample, the rock in Figure 6. Because thindexing system reduces the image by retai
nents algorithm runs after converting thedlower is the image’s dominant subject, theng the pixels covered only by the largest seg
image to a binary image, where the only two

<
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classes of pixels are those that have be
eliminated and those that remain. Figure Width 400
outlines the algorithm used to produce a se R L e e e
ment for estimating the flower color. Z‘ i 950
The indexing system labels image pixels b Bor derE é 300(
their color classes as well as by their neare blocks|: | S50
Windows X system color-name. We use It Central region j ©
coarse-to-fine strategy when using the colg | 82008
labels: we use the color class description firs i 2150
we use finer color-name distinctions only whet : 100-
necessary. In the first step, the indexing sy : Boundary region :
tem eliminates pixels belonging to the colo - . _£ 50r
classes black, gray, brown and green, becay ~ Width/8 wgies |
these are nonflower colors, and the remainin RS2 SO RN ORS (OR RS IR 16
image is segmented after binarization. @) (0) Border block number

We use two criteria to evaluate whether a o . . - -
segment produced is valid: it should be of figure 5. (a) Definitions of image regions; (b) color distribution in border blocks of the canna image in Figure 1b.
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However, because we are looking at colar
classes, there is an alternative situation where
the background is a different shade of the flow
color and, thus, belongs to the same class.
test for this situation by labeling the pixels usin
color names rather than color classes and
repeating the above procedure (see Figure 9).
When the original image is labeled and seg-
mented, the color class white is found to be the
background color. However, deleting pixels o
(@) (b) the color class white deletes the entire imagge.
Figure 6. Detecting a reliable flower region: (a) original image: (b) image left after deleting nonflower colors; (¢) largest ~ (The Packground does not appear to belong to
valid segment. the color class white in the figure, because the
printed colors appear much more saturated than
they actually are.) When we label the imag
using color names, the border block analysis
gives the colors “honeydew” and “mint cream’
(shades of white). Deleting these colors leaves
the colors “lemon chiffon 3" and “ivory 3,"
which are also shades of white. The remaining
image shown in Figure 9c produces a valid seg-
ment without any background.
(@) When none of these trials eliminates th
background, the indexing system assumes
that the image contains only the flower col
ors and computes the description from th
largest segment obtained after deleting the
ment. Then, the indexing system detettfor the background color deletes the entiraonflower colors.
background colors by analyzing the coloimage. In the image type in Figure 1b, if the The segmentation strategy produces erro-
composition along the image margins. Thesiower color is deleted instead of the backneous results only when the image’s colored
margins are divided into border blocks, gground, only background pixels remain in thebjects (excluding the nonflower colors) ar
Figure 5a shows. The indexing system comimage. Because background tends to be scatore prominent than the flowers and whe
putes the distribution of color classes in thestered among the flower regions and along thime flowers are located only along the imagels
blocks and marks as background colors thpseargins, no connected components in the gemargins. Both situations are improbable i
colors that show substantial presence in moteal region are usually large enough to be validhe flower patents database.
than half of the blocks. For example, Figuravhile connected components near the bound-
5b shows the color distributions for the twoary do not pass the centroid location test.
color classes present in the border of ththe lack of valid segments indicates that hdandexing and retrieval
image in Figure 1b. From this distribution,background color selection was wrong.
blue is marked as a background color, since When the segmentation process reveals The colors present in the segment ident
itis presentin 11 out of 16 border blocks, that the background color chosen was incofied as a flower region are used as features
After eliminating all the pixels belonging rect, the color is restored and the hypothesiuring retrieval from the flower database. The
to the colors hypothesized to be backgrounthat a color is a background color is testeflower database indexing is based on the types
colors, the indexing system computes theeparately, iterating through each of the colef queries we would like to support. This
largest segment in the binarized image (sem's present in the border region. Figure &cludes queries using natural-language color
Figure 7). The indexing system then tests thehows the intermediate steps in detail. Fromames. Because a wide variety of names dre
validity of the segment to determine whethethe analysis of the segment’s border obtainegvailable for querying, we index the images
the choice of background colors was correcfirst, the indexing system eliminates the coloby using both the X names and the ISCG
This method of detecting background colorglass purple. This results in a segment who$¢BS color names as keys to improve the like
is not guaranteed to produce correct results.dentroid falls in the boundary region. A validlihood of finding a name supplied by the user
will fail for images of the type shown in Fig- segment is found when purple is restoredis the query in the database index. A third
ure 1c, and may also fail for images such as tlend another segmentation is performed afténdex table accesses the images by the color
one shown in Figure 1c if there is sufficienthe new hypothesis for background color (thelasses present in the images.
overlap between the flower and the margin. Aclass white) is eliminated. More than one color name is usually pres
erroneous choice of background color can, in If no valid segments are found after any|oént in each color class contained in a flower
most cases, be detected from the segments|géime color classes present in the border are elimegion. The relative proportion of the differ-
erated after eliminating those pixels. In the caseated, then the image is probably of the type ient shades of the color affects the perceived
of the image type in Figure 1c, the hypothesiEigure 1c, and the flowers cover the fullimagecolor in the flower. So, the relative propor-

Figure 7. Background elimination: (a) original image; (b) image left after deleting nonflower colors and the background
color (white); (c) largest valid segment.
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tions of colors in the flower region is also a
important factor to consider.

Query by name.When a color name is pro-
vided as a query, the retrieval system searc
the X name index and the NBS color-nam{®
index for the query color name and its vari®
ants. The variants are produced by incon(®)
pletely specified ISCC-NBS color names— **
and by the X naming system, because it us
increasing numbers to indicate darker shad
of the original color. For example, mediu
purple 2, medium purple 3, and medium pu '
ple 4 are progressively darker shades of t
original color medium purple. Because thq
user is unlikely to know the details of thisi
nomenclature, a query of “medium purple’
should consider all the shades of the color.
However, the users could also use one {
the defined X or NBS color names to issue (¢)
specific query if they have knowledge of th
valid names. In this case, the exact name fro
the indexes is used. The retrieval system ran
the retrieved images by proportion: it rank
the flower with a larger proportion of the
guery color ahead of a flower with a smalle
proportion of the query color. If the quer
uses more than one name, the retrieval s
tem returns a join (intersection) of the imag
lists retrieved for each of the query colors.

Query by example.When using a flower (g) )
image as a query, the user expects a close color

match with the flower shown in the query. In ’ X X
this case, separately searching for g acr?/ col (nonflower colors; (c) the result of deleting the color class purple, which was hypothesized to be a background color;

present and combining the lists often pro duce(d) the largest segment obtained (which is not valid); () trying the new hypothesis that the color white is the back-

ground color; (f) the valid segment obtained.
poor results. For example, a flower may

appear to be an intermediate shade of pin'
because it has pixels of both a darker shac
and a lighter shade. Separate retrieval usir
the two shades present will retrieve flowers
that have both these shades, but flowers who
perceived shade does not match the que
might be ranked high. This could happet
because the retrieval system didn’t take int|
account the relative proportions of the twg
shades while ranking; therefore, relative pro
portions of the two shades in the top retrieve
flower could be quite different from the query.

In this case, we must find a distance mee
sure between the query flower and the
retrieved flower that takes into account the, a)
relative proportions of various shades of &
colqr class in the flower. We do this by Com'ofeliminating background colors based on color names.
puting an average color for each color clas.
present in the query. We compute the HSV

coordinates for each X color from its originglthe color tables. The retrieval system comdinates of the X colors present in a colo
oclass. The weights are proportional to the re

RGB definition and store this information in putes a weighted average of the HSV co

Figure 8. Recovery from erroneous background color selection: (a) original image; (b) segment found after deleting

Figure 9. Using color names for labeling: (a) original image; (b) image left after deleting nonflower colors; (c) result
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few images of colored fruits, which the retrieva
system treats the same way as flowers.

The pages from the patent forms are of the
type shown in Figure 10a; they contain bot
text and images. The indexing system detects
the images from the patent forms, using th
same strategy of deleting background colors
and checking the remaining segments. How-
ever, in this case, one might find more than one
segment of significant size, as shown in Fig-
ure 10c. We approximate these segments by
rectangles and add to the database the cropped
image corresponding to each segment.

For each database image, we checked the
flower segment identified by the iterative
segmentation algorithm and found only twg
possibly erroneous segmentation results for
the images shown in Figure 11. The segmepnt
formed by the pink flowers did not pass the
centroid test, and the indexing system
selected the yellow flower region as the most
significant segment. This is an image fromn
the CD-ROM collection and is unlikely to be
a part of a patent application. In the second
image, the pale violet leaves of the water lily
constituted the most significant segment; it
may actually be the correct component of the
patent, because the flower is given very little
emphasis in the image.

We tested the retrieval results using 50

queries of different types. On 25 queries using

Figure 11. Images on which the segmentation algorithm produces errors. color names, we verified that the retrieved
r

e

g

Figure 10. Detecting images on the patent form: (a) scanned page; (b) image left after deleting background color; (c)
segments found.

flowers matched our perception of the colo
name used in the query. We did a mor
exhaustive evaluation for 25 queries, usin
example images. We identified the images rel-

ative proportion of the color in the flower
segment. For example, for a flower that ha: Eplhl * Pofy PS5 T PSPV T PV, o
color X1 (hy, s, vy) and color X21(,, s,, v,) in Pt P2 Pt P2 Pt P2 evant to the query by scanning the database,
proportionp, andp, in a class, the average and we computed recall and precision mea-
color of the color class is The retrieval system ranks each retrievedures. Figure 12 shows the recall-precision
image on the basis of the city-block distarjcgraph'® The average precision obtained was

of its average color in each color88%, and the precision at 100% recall was
class from the corresponding query66%. The latter figure is important in this
color averages. application because finding all relevan
images is essential, even at the expense |of
checking a larger number of irrelevant ones
Figure 13a shows the user interface far
querying by color. Users can select the colar
The test flower database we are usinglass from the left frame of the interface, and
contains 300 images. About 100 arehe right frame displays that color’s various
from actual flower patents from the USshades along with their names. Users can
Patent and Trademarks Office. To tessearch the database by color class or by select-
the segmentation process, we having a particular shade of the color. In the snap-
added 100 images from CD-ROM cal-shot of the interface shown in the figure, the
lections with complex backgroundscolor medium purple is selected. The bottom
D

r

100

o]
(=]
1

Experiments

f=2]
o
1

flower_database e

oy
o
L

Precision (%)

S}
o
|

0 20 4% ' (0/‘;() 80 100 beyond those encountered in imagesf the interface displays the retrieved images.
ecal ()

from patent applications. We scannedrigure 13b shows the current interface fo
Figure 12. Recall-precision graph for 25 queries by example onthe  the rest from catalogs of flowering query by example. Users can select the exam-
flower-patent database. plants and photographs—including aple image by browsing through the database
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Figure 13. Retrieval by (a) color name: the color shade selected here is medium purple in the color class purple; (b) by example: the query selected is shown on the right.

on the left frame or by selecting one of th¢
retrieved images. For the real application, w
will add an interface that accepts users’image
as queries. The right frame displays the exan
ple image selected, and the bottom shows tf
retrieved images. (This online interface to th
retrieval system, which supports both types @
queries, can be found at http://cowarie.cg
umass.edu/~demo/FlowerDemo.html.)

Figure 14 shows some sample retrieve
results obtained using different types o
queries. The first three rows demonstrate th
query-by-example approach, where the firg
retrieved image was the query image. Th
last two rows show the results obtained fron
querying, using the color names orange arn
ivory. This figure shows only the top five
images for each query.

WE HAVE FOCUSED ON THE

importance of using domain knowledge tq
improve the retrieval performance for spe
cialized applications in constrained image
domains. The number of such application
is growing, and general-purpose image(e)
retrieval strategies do not provide the level - - - o
of performance required. Domain knowledgeF'gure, 14, First five retrieved images: the query for rows atis the first image retrieved in the row; the query for

may improve the retrieval performance for’ oW d is the color orange; the query for row e is the color ivory.

applications in many specialized image data-

bases. Our methodology uses color-basdmhages using an iterative segmentation alggret color-based domain knowledge int¢
and spatial domain knowledge to automatirithm. The indexing system uses a naturalules to automatically segment the region @
cally segment and index a database of flowéanguage color-classification system to interinterest from the background. The approac
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suggested here can be adapted to any d
base dedicated to images of known subj
about which some domain knowledge
available.

Further work on our current project wi
include tests on a large database of the o
of 10,000 flower images. Our goal is to veri
the retrieval results using feedback from actl
users. We would also like to investigate the
of shape and texture features to broadly ¢
tinguish between flowers—for exampl
whether the flower is tubular or round, a
whether it has one row of petals or multip
layers—to improve the precision of retriev
We are also considering using color adjace
graphs to distinguish multicolored flowers co
taining the same colot8We are also investi
gating how to use this approach for other
cialized databases (for example, birdS).
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Literature survey and related work

Image retrieval has been an active area of research since the early to be effective in retrieving perceptually similar natural textures. Another
1990s. As more application areas are encounieriding an efficient  image description that has been used for gray-scale images includes
solution to this problem becomes increasingly important. Because theappearance (proposed by Srinivas Ravela and R. Mannidfivajch
end user of image-retrieval systems is usually a human being, the describes the intensity surface of the images and Eigen fe&tures.
retrieval results should provide the images that a human would have
selected if she could manually browse through the full database. This is
an ill-defined problem, because a human's idea of image semantics isUsing color features
hard to encode in an automatic algorithm. The best a system can do is to
appear to be intelligent by using some of the attributes a person would Color is a very commonly used low-level feature (when the database
use to categorize images. Human beings tend to describe images basiggages are in color). It is useful for indexing objects having very specific
on the objects represented in them, so an image description in terms afolors—for example, commercial products, flags, postal stamps, birds,
objects found in the image is more likely to produce results matching tfighes, and flowers—or as a first pass for other colored images. Michael
human perception of the image content. However, object recognition ifwain and Dana Ballard proposed using color histograms to index color
general image domain is very difficult, and no general solutions exist. images and described an efficient histogram-intersection technique for

To avoid the object-recognition problem, researchers have found setatching*?2Normalized color histograms along with histogram intersec-
eral low-level features that are well correlated with image content. An tion have been popular for indexing color images because of the fast speed
image is described in terms of these low-level features or attributes. It @ matching and because they are generally invariant to translation, rota-
assumed that images with matching low-level features will have relatetion, and scale. However, because color histograms do not incorporate
semantic content. The quality of retrieval obtained will depend on the information on the spatial configuration of the color pixels, there are usu-
extent to which the attributes used relate to image content. For exampély many false matches where the image contains similar colors in differ-
machine parts can be distinguished on the basis of their shape; comment configurations.
cial products can be identified by their color; and texture could be used A few researchers have attempted to include this information in the
to distinguish animals with different types of fur. These examples also representation to improve the retrieval results. Ramin Zabih and others
illustrate the point that the attributes that work are domain-specific; anhave proposed the color correlogram, which includes information on the
attribute that works well in one domain may not be relevant in another spatial correlation of pairs of colors in addition to the color distribution
domain. in the imagé3 Jiri Matas and others have described a color-adjacency

graph that can be used to describe multicolored objects, but the matching

phase is too computationally intensive for use in large image databases.
Using shape and texture Madirakshi Das and others have proposed a simpler spatial-adjacency

graph structure, which is used in a filtering phase to enforce the spatial

It would appear that a 2D shape would be an important feature for dig-operties of the colors the query image requit@he main problem
tinguishing some objects from others. Researchers have done considevith color-based image retrieval is that color as a feature is not well cor-
able work in the area of pattern recognition to match such shapes to eeslated with image content in a general image database. For example, a
other. For example, Babu Mehtre and others compare various shape meary with a red ball may retrieve red cars, flowers, a person wearing a
sures for content-based retrieval on a database of trademark fifdmges. red shirt, or a fire truck. In addition, using color alone is not sufficient to
features used to describe shape can be classified into those that descpbsduce enough discrimination between database images with only a few
the objects’ boundaries (such as string encoding and Fourier descriptarolors—for example, images of apes, tigers, and forests. However, in
coefficients) and those that describe the regions in the image (such asdomains where color is an important attribute, it can be very useful.
polygonal approximatiofisind invariant moments). Several studies have shown that using a combination of features produces

However, much of this work assumes the object can be segmented better retrieval results than using each feature afdriResearchers have
from the background before the shape features are computed. This maged different combinations of features, depending on their appropriateness
not be a problem for databases that depict the object against a plain bfwkhe test database. Anil Jain and Aditya Vailaya have used color histo-
ground, but this is a serious problem for general image databases. In geams and shape as features to index a database of trademarkimaggs.
eral, an object’s appearance in an image depends not only on its 3D also describe shape as a histogram by taking counts of the different edge
shape but also on the relative viewpoint of the object and the camera, dsections present in the image. Serge Belongie and others use color and tex-
albedo, and how it is illuminated. It is difficult to separate the object’s ture features to segment an image into regions of coherent color and texture
shape from these other factors. Thus, image segmentation (especiallyand represent the image in terms of these regions for content-based
when the segments need to correspond to objects in the image) is a hasttievall®
problem for which no general solution exists. Some systems have used
manual segmentation to overcome this prodlem.

For some objects (such as animal skin, fur, and vegetation), texture General-purpose retrieval systems
an important distinguishing feature because they show distinctive texture
patterns. Wei-Ying Ma and B.S. Manjunath have used texture-based pat¥or retrieval systems that work with general databases such as generic
terns for image retrievdlFang Liu and Rosalind Picard have proposed stock photographs and mixed news photographs, we do not know a priori
an image model based on the Wold decomposition of homogeneous raiich feature (or combination of features) would produce better retrieval
dom fields into three mutually orthogonal subfields that correspond to performance. This depends on the type of object or scene depicted in the
the most important dimensions of human texture perception: periodicitguery. Many such systems implement a wide variety of features and let
directionality, and randomne&3hese texture features have been showithe user choose the important aspects of the query at query time. An
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example of a system that implements color, texture, and shape is Querjatch scores based on this user feedback and provides a more relevant
by Image Content (QBIC), which allows queries based on example  of images. The more recent systems—for example, Surfifiageovide

images, sketches, or selected color and texture paft€hesuser can relevance feedback as a mechanism for refining the retrieval results intert

select the features to be used as well as the relative importance to be actively, using input from the user.

attached to each feature in the final ranking. Virage is another general-

purpose retrieval system that provides an open framework for general

features such as color, shape, and texture, as well as very domain-spegifigge retrieval from specialized databases

features for plug-in&? The Photobook retrieval system uses shape, tex-

ture, and Eigen images as features, in addition to textual annofdtions.  In image retrieval applications involving specialized domains, the

The system can be trained to work on specific classes of images. user's needs are often well-defined. However, general-purpose retrieval
Other examples of existing systems using multiple features and musiystems might not do as well as the user expects on specialized, con-

ple query modes are the Carfdidnd Chabot system33An emerging strained domains, because they do not exploit any of the domain’s spe-|

problem in general image search is retrieving relevant images from theial features. Several specialized domains need automatic retrieval soly

World Wide Web. John Smith and Shih-Fu Chang have implemented &ans; these domains are currently indexed by manual annotations and

image retrieval system for the Web named VisualSeek, which uses spgpecialized codes involving extensive, tedious human involvement.

tially localized color regions in the images to describe tffeBtan Many of these specialized domains require formulating features specifi

Sclaroff and others have developed the ImageRover system to gatheito the domain to produce good retrieval results. For example, Alex Pent

images from the Web and index them using color, texture, orientation land and others describe the Eigen image representation that measure

and other specialized featurégraditional keyword-based search the similarity in appearance of faces and then searches for similar face

engines such as Yahoo and Lycos have also implemented image seaibtthe Photobook systefdThere are many applications of systems for

engines, but these are actually text-based search engines, which extrtgitieving faces! including identity verification for financial transac-

keywords from the image captions and the URL where the image is tions and law enforcement. To a limited extent, specialized approaches

embedded. have also been used for images of specific objects in general collection
On the basis of the above discussion, we see that the trend in gener@f images. For example, several systems can find human faces in a ge

image-retrieval systems has been to provide many low-level features a&ral collection of image and some researchers have tried to find

well as specialized features. However, the users are the ones expectebi@sses in such collectiori8.

select the feature or combination of features relevant to their queries.  Even when the domain has various images (for example, trademarks)

Appropriate feature selection is difficult, requiring knowledge of the feathe application may be specialized. For example, for trademark retrieval

tures and experience in using them, neither of which should be expect&tinivas Ravela and R. Manmatha have used a global similarity measure

of users. for images based on curvature and phase to produce results on a datab

An even more significant problem that arises from the use of multipRf trademark images; they were able to produce results superior to those

features is how the features should be combined. Surfimage by Chahabtained from general-purpose shape-based approthes.

Nastar and others uses normalized linear combination and voting meth-John Eakins and others have developed a trademark retrieval sys-

ods to rank images on the basis of a combination of fediresther tem named Artisan, which uses Gestalt theory to group low-level ele-

systems, the user needs to prioritize each selected feature, by its impgrents such as lines and curves into perceptual units that describe th

tance, which may be very hard to do. trademarki! Besides developing appropriate features for specialized
One of the weaknesses of image retrieval techniques has been in théatabases, one might be able to segment and describe the objects

evaluation. Most researchers have evaluated their techniques on theirdepicted in the image using knowledge about the objects to simplify

own individual databases. It is not always clear, especially for techniquié& segmentation process. David Forsyth and Margaret Fleck describe

focused on general image collections, what the evaluation criteria are.a representation for animals as an assembly of almost cylindrical

For example, in such databases similarity is sometimes hard to defineparts?® On a database of images of animals, their representation can

For some applications of face retrieval, the Feret database provides a retrieve images of horses, for example, in a variety of poses. Fleck

standard test collectici. and others use knowledge about the positions of attachment of the
Although many systems have tried to solve the image retrieval probldifmbs and head to the human body to detect the presence of naked

in a general database, the question of what the user really needs has r@egple in the database imagé&orsyth and others illustrate some

been answered. The most common query format is to provide an exampiecialized applications of image retrieval.

image, but this may not be sufficient to fathom the user’s intent. For

example, the user may provide a picture with a car parked in front of a

building on a sunny day, which could mean he wants other pictures of the

same building, pictures of similar cars, pictures of buildings with cars

parked in front, or even other sunlit scenes! One approach to specifying

the object of interest has been to allow subimages as queries where th

user marks the area of inter&st>However, this might not be sufficient

for C'a"fying _the LISEIt'S query, and providing subimage matching is usu- 1. D. Forsyth, J. Malik, and R. Wilensky, “Searching for Digital Pic-

ally more difficult. This has led to the use of relevance feedback, a well- tures,”Scientific AmericayMol. 276, No. 6, June 1997, pp. 72-77.

known technique used several years ago for text-based information

retrieval. In this approach, the user marks the relevant and irrelevant 2. V.N. Gudivada and V.V. Raghavan, “Content-Based Image Retrieval

images out of the retrieved images. The retrieval system recomputes the Systems,Computer\Vol. 28, No. 9, Sept. 1995, pp. 61-70.
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