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UK National Centre for Text 
Mining (NaCTeM)
 1st national text mining centre in the 

world www.nactem.ac.uk 
 Location: Manchester Interdisciplinary 

Biocentre (MIB) 
 Remit: Provision of text mining services 

to support UK research
 Funded by: the JISC, BBSRC, EPSRC
 Initial Focus: Biology
 Now: Social Sciences, Medicine, ...

http://www.nactem.ac.uk/


Why is there a need in the UK for a 
national centre for text mining? 

 Some researchers knew they wanted TM
 TM key component of e-Science 
 UK policy to involve more researchers 

(from all domains) in doing e-science and 
e-research
• TM seen as key technology for researchers
• And one applicable in every domain (broad 

interest/support from major funding bodies)



Embedding Text Mining within  
e-Science in the UK 
   e-Science […] enables new research and 

increases productivity through shared 
e Infrastructure‑ , the development of 
computational and logical models and new 
ways to discover and use the growing range of 
distributed and interoperable resources. It 
supports multidisciplinary and collaborative 
working and a culture that adopts the 
emerging methods. 

M. Atkinson (2007) Beyond e-Science



e-Research Infrastructure
 Access to information, data resources, 

distributed computing essential for bio-
scientists

 e-Infrastructure provides services and 
facilities enabling advanced research

 Deploying e-Infrastructure increases the 
pace and efficiency of new research 
methods and techniques



E-Infrastructure and Text 
Mining: for whom?
 End-users 

 Software engineers 

 Generic tool 
developers

 Service and resource 
providers

 Workflow 
developers 

 Text miners

 Swiss-Prot, Nature



What users want to do with their 
data (minimally) 
 Easier access to 

data 
 Share data with their 

peers
 Annotate data with 

metadata

 Manage data across 
locations

 Integrate data within 
workflows, Web 
Services

 Aids for semantic 
metadata creation; 
enriching data with 
related metadata e.g. 
experimental results

TEXT MINING CAN 
SUPPORT USERS



Science is data-driven

  “the current scientific literature, were it to 
be presented in semantically accessible 
form, contains huge amounts of 
undiscovered science”

    Peter Murray-Rust, Data-driven science



From text to knowledge

    Unstructured Text
(implicit knowledge)

 Structured content
(explicit knowledge)

Information
extraction

Knowledge 
Discovery

Information
Retrieval

Genes
Proteins
Drugs
Metabolites
Diseases….

Protein-protein 
Gene- phenotype
Drug-protein
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What do we provide and build?
 Resources: lexica, terminologies, thesauri, 

grammars, annotated corpora
 Tools: tokenisers, taggers, chunkers, parsers, 

NE recognisers, semantic analysers
 Services

• Proof of concept: evolving to large scale Grid-enabled 
services

• Service provision through 
 Customised solutions



A complex problem

TM involves
• Many components (converters, analysers, 

miners, visualisers, ...)
• Many resources (grammars, ontologies, 

lexicons, terminologies, thesauri, CVs)
• Many combinations of components and 

resources for different applications
• Many different user requirements and 

scenarios, training needs
Need to be active in all areas to effectively  

support researchers



Development strategy
 Re-use tools where possible

• Forge strategic relationships (UTokyo, IBM)
 Use integration framework (UIMA)
 Develop generic TM tools
 Customise for specific 

domains/scenarios (pharmas, repository 
search, systematic reviews)
• While actively engaging with user 

communities (requirements, evaluation)
 Encapsulate in services



How do we provide services?
Modes of use
 Demonstrators: for small-scale online use
 Batch mode: upload data, get email with link 

to download site when job done
 Web Services
 Embedding text mining Web Services into 

Workflows

 Some services are compositions of tools
 Individual tools to process user data



Services based on 
pre-processed collections
 Pre-process (analyse and index) popular 

collections, e.g.
• MEDLINE
• Intute repository
• Evolving to handle full text (UKPMC)

 Provide advanced search interfaces to 
these
• Based on user scenarios

 Rapid results for end-user
 Regular up-dating of analyses carried out



NaCTeM services and tools
 TerMine: extract candidate terms 
 AcroMine: acronyms ↔ fullforms
 TM for IRS: repository search
 ASSIST: search, browse and cluster
 KLEIO: semantic search, concepts
 FACTA: semantic search, associations 
 MEDIE: semantic search over facts
 InfoPubMed: protein-protein interactions





http://www.nactem.ac.uk/software/termine/

http://www.nactem.ac.uk/software/termine/


TerMine
 C-value is a hybrid technique; extracts multi-

word terms; language independent
 Combines linguistic filters and statistics

• total frequency of occurrence of string in corpus
• frequency of string as part of longer candidate 

terms (nested terms)
• number of these longer candidate terms
• length of string (in number of words)

Frantzi, K., Ananiadou, S. & Mima, H. (2000) 
International Journal of Digital Libraries 3(2)



TerMine analysis of Obama's inauguration 
speech: close to your perception?
2.000000 common dangers

2.000000 health care

2.000000 new age

2.000000 new era

1.584962 few worldly possessions

1.584962 gross domestic product

1.584962 long rugged path

1.584962 many big plans

1.584962 stale political arguments

1.000000 american people

1.000000 bad habits

1.000000 better history

1.000000 better life

1.000000 bitter swill

1.000000 brave americans

1.000000 childish things

1.000000 civil war

1.000000 clean waters

1.000000 collective failure

1.000000 common defense

1.000000 common good

<SNIP>
Ordered by descending C-value, then by ascending alphabetic order



The importance of
acronym recognition
 Acronyms are among the most productive type 

of term variation
 Acronyms are used more frequently than full 

terms
• 5,477 documents could be retrieved by using the 

acronym JNK while only 3,773 documents could be 
retrieved by using its full term, c-jun N-terminal kinase 
[Wren et al. 05]

 No rules or exact patterns for the creation of 
acronyms from their full form



Top 20 acronyms in MEDLINE 



http://www.nactem.ac.uk/software/acromine/ 

http://www.nactem.ac.uk/software/acromine/
http://www.nactem.ac.uk/software/acromine/


Intute repository search: single-
interface search & browse
 NaCTeM provides core TM components for IRS:

• Query builder for added usability
• Real time clustering of search results
• Term extraction for improved browsing options
• Metadata creation for improved search capability
• Personalisation tools to make the most of the 

information available
 Final deliverable includes web demonstrator and 

machine-to-machine interfaces for further 
integration into JISC e-Infrastructure

  www.nactem.ac.uk/intute/

http://www.nactem.ac.uk/intute/


Query builder

 An addition to the now standard 
query interface box
 Removes the need to learn 
complex query languages
 Build up your search in steps 
including wildcards
 Use additional filters to remove 
unwanted words or collections
 Option to edit query for more 
experienced users
 Continually updated based 
upon user requests



 Filter your results based upon 
regular underlying themes, in real 
time
 Lingo algorithm merges 
instances of commonly occurring 
phrases, keeping the best 
candidate to describe the 
documents
 Human readable labels make 
reaching your goal easier, faster 
and more efficient
 Visualisation option allows users 
to gain an overview and examine 
relationships between the clusters 
and documents.

Document clustering



Term extraction

Term Extraction
 Identifies the most significant multi-word phrases 
within a document and adds them as metadata
 Uses TerMine

  Can be used to browse towards related topics
 Useful for those new to or unfamiliar with a topic 
by suggesting other areas that may be of interest

Similar Documents
 Identifies conceptually similar documents using 
the most commonly occurring terms and words in 
the source document
 Useful for indentifying documents or repositories 
that you may not normally investigate
 Helps to solve information overlook



 TM for Social Sciences: ASSIST

 Innovative search engine that qualitatively 
analyses social sciences documents

 Domain knowledge facilitates query expansion
• Term extraction for improved browsing 

capabilities
 Real time clustering of search results
 Semantic information enrichment for targeting the 

main topics 
 Web demonstrator for further integration into JISC 

e-Infrastructure http://www.nactem.ac.uk/assist/

http://www.nactem.ac.uk/assist/


Conventional engines vs ASSIST

 Conventional
• Return long list of documents, hard to filter

 ASSIST improves (case studies):
• Research process with domain knowledge for 

the  Educational Evidence Portal (EPPI-
Centre)

• Content access through semantic information 
for sociological analysis of mass-media 
documents (NCeSS)



Query interface Expanding the standard 
query interface
 Semantic operators to 
build complex queries
 Browsing documents 
through a domain taxonomy
Improving the rank of 
query results
• Resolution of Pronominal 
Anaphora relations to 
compute the real frequency of 
search words 
(e.g. The dog eats the cat. It 
sleeps now)



Search result interface

 Clustering the query 
results in real time

Lingo algorithm merges 
instances of commonly 
occurring phrases, 
keeping the best 
candidate to describe 
each cluster
 A familiar presentation 
of query results including 
snippets



Search result interface

Document content is 
described using 
semantic information
 makes document 
analysis easier, faster and 
more efficient



Query result visualisation
 Examination of cluster 
memberships via a 
friendly visualisation 
interface
 Graphical 
representation of the 
intersection between the 
clusters provides 
immediate visualization 
of cluster relations

 Information regarding 
membership of particular 
cluster



Document analysis
 Identification of 
conceptually similar 
documents using the most 
commonly occurring terms 
and words in the source 
document
 Highlighting selected 
semantic information 
within the document
 Selecting terms 
according to their 
importance and using 
them to browse 
documents



ASSIST architecture
Multi-format
documents

Conversion tools
.PDF    with pdfbox
.DOC   with POI
.HTML with Jtidy
.XML   

TM components
•Named Entity Recognizer

BaLIE
•Term Extractor

Termine
•Anaphora resolver

Bayaphora
•Lexical Chain extractor

Search Engine
Lucene

Indexed
Documents

Search result clustering
 Lingo Web Query Interface

User 
Query



False Positives:
 similarity with non-protein entities
False Negatives: search
 ignores synonym forms
Poor accuracy (e.g. more
 than 60,000 results for “cat”)

Querying without
semantic annotation

KLEIO



Provides a more focused query
Returns only documents with annotated protein
Allows better integration with external
 protein databases and resources
Returns fewer documents
 (237 for “PROTEIN:cat”)

Querying with
semantic annotation
PROTEIN: cat

KLEIO



Select listed entities 
to add them to query 
and narrow down 
the abstract list

List of retrieved 
documents is 
updated with the 
new queries



Specify the subject

Specify the verb Click to search!

What does p53 activate?

Semantic query based on facts



Click to change the view

p53 also activates the transcription of 
Mdm2, …
the growth inhibitory effects of 
Triphala is mediated by the activation 
of ERK and p53 …



Perform advanced search



Search only the conclusion 
sentences



In conclusion, …

Our data also suggests that …

only conclusion facts



Semantic structure

CRP measurement

does

NP13

VP17

VP15

So

NP1

DT2

A

VP16

AV19

not

VP21

VP22

exclude

NP25

NP24

AJ26

deep

NP28

NP29

vein

NP31

thrombosis

serum

NP4

AJ5

normal

NP7

NP8 NP10

NP11

ARG1

ARG1

MOD

MOD

ARG1

ARG2
ARG1

ARG1

ARG2

ARG1

MOD

Predicate 
argument 
relations



FACTA: finding associated concepts

http://www.nactem.ac.uk/software/facta/

http://www.nactem.ac.uk/software/facta/


Nicotine and AD



Challenge: Complex analysis currently 
requires highly customised solutions



Challenge: Dealing with full text

Need to be able to handle very large 
amounts of text

Other issues besides linguistic/NLP ones 
(already hard)
• Efficiency, scalability, distributed processing

Porting TM tools to UK and European Grid 
environment



Need for processing full texts
Allow researchers to discover hidden 

relationships from text that were not 
known before 

• an abstract’s length is on average 3% of 
the entire article

• an abstract includes only 20% of the useful 
information that can be learned from  text



Parallelising TM 
 TM applications are data independent 

• Scale linearly in an ideal world
 HPC implementation
 Scaled linearly to 100 processors
 Porting to DEISA to scale over 1000s 

processors to process TBs of data in 
reasonable time



TM of full texts for
UK PubMed Central (UKPMC)
 Free archive of life sciences journals
 British Library, European Bioinformatics 

Institute & UManchester  (NaCTeM, 
Mimas)

 Phase 3 tasks: integration of UKPMC in 
biomedical DB infrastructure with TM 
solutions for improved search and 
knowledge discovery



NaCTeM in UKPMC

 TM “behind the scenes” on full texts
 Named entity recognition

• Link entities in texts to bioDB entries
 Fact extraction

• E.g., protein-protein interactions
 Add extracted info as semantic metadata

• Index for efficient access
 Semantic search capability

• Based on user needs, evaluation workshops



Uses of our tools and services
 Searching
 Metadata creation
 Controlled vocabularies
 Ontology building
 Data integration
 Linking repositories
 Database curation

 Reviewing
 Gene – disease mining
 Enriching pathway 

models
 Indexing 
 Document classification
… … 



NaCTeM phase II (2008-2011)
TM supporting service 

provision
 Web Services
 Embedding TM 

within workflows
 Adaptive learning 
 Integration of data / 

text mining

Issues
 Full paper 

processing 
 open access 

collections 
 IPR in data derived 

via text mining
 Interoperability
 Education and 

training



NaCTeM phase II (2008-2011)
Service exemplars

• Intelligent semantic 
searching for 
construction of 
biological networks

• Support for qualitative 
data analysis for social 
sciences 

• Intelligent semantic 
search of gene-disease 
associations for health

e-Research and e-Science
 Knowledge discovery
 Collaborative research
 E-publishing
 Personalised 

searching
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Further reading

 Visit out site at www.nactem.ac.uk for TM 
briefing paper and other publications on 
our work

 If you're a biologist/bioinformatician:
   Ananiadou, S. & McNaught, J. (eds) (2006) 

Text Mining for Biology and Biomedicine. 
Norwood, MA: Artech House.

http://www.nactem.ac.uk/
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