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Figure 10: A network with many short connections.

To investigate the performance of RED gateways in

a range of tra�c conditions, this section discusses a

simulation with two-way tra�c, where there is heavy

congestion resulting from many FTP and TELNET

connections, each with a small window and limited

data to send. The RED gateway parameters are the

same as in the simple simulation in Figure 3, but the

network tra�c is quite di�erent.

Figure 9 shows the simulation, which uses the net-

work in Figure 10. Roughly half of the 41 connec-

tions go from one of the left-hand nodes 1-4 to one

of the right-hand nodes 5-8; the other connections go

in the opposite direction. The roundtrip times for

the connections vary by a factor of 4 to 1. Most of

the connections are FTP connections, but there are

a few TELNET connections. (One of the reasons to

keep the average queue size small is to ensure low

average delay for the TELNET connections.) Un-

like the previous simulations, in this simulation all of

the connections have a maximum window of either

8 or 16 packets. The total number of packets for a

connection ranges from 20 to 400 packets. The start-

ing times and the total number of packets for each

connection were chosen rather arbitrarily; we are not

claiming to represent realistic tra�c models. The in-

tention is simply to show RED gateways in a range

of environments.

Because of the e�ects of ack-compression with two-

way tra�c, the packets arriving at the gateway from

each connection are somewhat bursty. When ack-

packets are `compressed' in a queue, the ack packets

arrive at the source node in a burst. In response, the

source sends a burst of data packets [38].

The top chart in Figure 9 shows the queue for

gateway A, and the next chart shows the queue

for gateway B. For each chart, each `X' indicates a

packet dropped at that gateway. The bottom chart

shows the packets for each connection arriving and

departing from gatewayA (and heading towards gate-

way B). For each connection, there is a mark for

each packet arriving and departing from gateway A,

though at this time scale the two marks are indis-

tinguishable. Unlike the chart in Figures 3, in Fig-

ure 9 the packets for the di�erent connections are

displayed overlapped, rather than displayed on sep-

arate rows. The x-axis shows time, and the y-axis

shows the packet number for that connection, where

each connection starts at packet number 0. For ex-

ample, the leftmost `strand' shows a connection that

starts at time 0, and that sends 220 packets in all.

Each `X' shows a packet dropped by one of the two

gateways. The queue is measured in packets rather in

bytes; short packets are just as likely to be dropped

as are longer packets. The bottom line of the bottom

chart shows again an `X' for each packet dropped by

one of the two gateways.

Because Figure 9 shows many overlapping connec-

tions, it is not possible to trace the behavior of each

of the connections. As Figure 9 shows, the RED gate-

way is e�ective in controlling the average queue size.

When congestion is low at one of the gateways, the

average queue size and the rate of marking packets

is also low at that gateway. As congestion increases

at the gateway, the average queue size and the rate

of marking packets both increase. Because this sim-

ulation consists of heavy congestion caused by many

connections, each with a small maximum window, the

RED gateways have to drop a fairly large number of

packets in order to control congestion. The average

link utilization over the one-second period is 61% for

the congested link in one direction, and 59% for the

other direction. As the �gure shows, there are peri-

ods at the beginning and the end of the simulation

when the arrival rate at the gateways is low.

Note that the tra�c in Figures 3 and 9 in quite

varied, and in each case the RED gateway adjusts

its rate of marking packets to maintain an acceptable

average queue size. For the simulations in Figure 9

with many short connections, there are occasional pe-

riods of heavy congestion, and a higher rate of packet

drops is needed to control congestion. In contrast,

with the simulations in Figure 3 with a small num-

ber of connections with large maximum windows, the

congestion can be controlled with a small number of

dropped packets. For the simulations in Figure 9,

the burstiness of the queue is dominated by short-

term burstiness as packet bursts arrive at the gateway

from individual connections. For the simulations in

Figure 3, the burstiness of the queue is dominated by

the window increase/decrease cycles of the individual

connections. Note that the RED gateway parameters

are unchanged in these two simulations.

The performance of a slightly di�erent version
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of RED gateways with connections with di�erent

roundtrip times and with connections with multiple

congested gateways has been analyzed and explored

elsewhere [5].

9 Bursty tra�c

This section shows that unlike Drop Tail or Random

Drop gateways, RED gateways do not have a bias

against bursty tra�c.

5

Bursty tra�c at the gateway

can result from an FTP connection with a long delay-

bandwidth product but a small window; a window of

tra�c will be sent, and then there will be a delay

until the ack packets return and another window of

data can be sent. Variable-bit-rate video tra�c and

some forms of interactive tra�c are other examples

of bursty tra�c seen by the gateway.

In this section we use FTP connections with in�-

nite data, small windows, and small roundtrip times

to model the less-bursty tra�c, and we use FTP con-

nections with smaller windows and longer roundtrip

times to model the more-bursty tra�c.

We consider simulations of the network in Fig-

ure 11. Node 5 packets have a roundtrip time that is

six times that of the other packets. Connections 1-4

have a maximum window of 12 packets, while connec-

tion 5 has a maximum window of 8 packets. Because

node 5 has a large roundtrip time and a small win-

dow, node 5 packets often arrive at the gateway in a

loose cluster. By this, we mean that considering only

node 5 packets, there is one long interarrival time,

and many smaller interarrival times.

1

SINK

GATEWAY

FTP SOURCES

2 3 4

5

6

7

d
5,6

d
6,7

= 2ms

45Mbps

100Mbps

d(1,2,3,4),6
= 1ms

= 16ms

45Mbps

Figure 11: A simulation network with �ve FTP con-

nections.

5

By bursty tra�c we mean tra�c from a connection where

the amount of data transmitted in one roundtrip time is small

compared to the delay-bandwidth product, but where multiple

packets from that connection arrive at the gateway in a short

period of time.
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Figure 12: Simulations with Drop Tail gateways.

Figures 12 through 14 show the results of simu-

lations of the network in Figure 11 with Drop Tail,

Random Drop, and RED gateways respectively. The

simulations in Figures 12 and 13 were run with the

bu�er size ranging from 8 packets to 22 packets. The

simulations in Figure 14 were run many times with

a minimum threshold ranging from 3 to 14 packets,

and a bu�er size ranging from 12 to 56 packets.

Each simulation was run for ten seconds, and each

mark represents one one-second period of that simu-

lation. For Figures 12 and 13, the x-axis shows the

bu�er size, and the y-axis shows node 5's throughput

as a percentage of the total throughput through the

gateway. In order to avoid tra�c phase e�ects (ef-

fects caused by the precise timing of packet arrivals

at the gateway), in the simulations with Drop Tail

gateways the source takes a random time drawn from
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Figure 13: Simulations with Random Drop gateways.

the uniform distribution on [0, t] seconds to prepare

an FTP packet for transmission, where t is the bottle-

neck service time of 0.17 ms. [7]. In these simulations

our concern is to examine the gateway's bias against

bursty tra�c.

For each set of simulations there is a second �g-

ure showing the average queue size (in packets) seen

by arriving packets at the bottleneck gateway, and a

third �gure showing the average link utilization on

the congested link. Because RED gateways are quite

di�erent from Drop Tail or Random Drop gateways,

the gateways cannot be compared simply by compar-

ing the maximum queue size; the most appropriate

comparison is between a Drop Tail gateway and a

RED gateway that maintain the same average queue

size.

With Drop Tail or Random Drop gateways, the
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Figure 14: Simulations with RED gateways

queue is more likely to over
ow when the queue con-

tains some packets from node 5. In this case, with

either Random Drop or Drop Tail gateways, node 5

packets have a disproportionate probability of being

dropped; the queue contents when the queue over-


ows are not representative of the average queue con-

tents.

Figure 14 shows the result of simulations with RED

gateways. The x-axis shows min

th

and the y-axis

shows node 5's throughput. The throughput for

node 5 is close to the maximum possible through-

put, given node 5's roundtrip time and maximum

window. The parameters for the RED gateway are

as follows: w

q

= 0:002 and max

p

= 1=50. The max-

imum threshold is twice the minimum threshold and

the bu�er size, which ranges from 12 to 56 packets,

is four times the minimum threshold.
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Figure 15: Scatter plot, packet drops vs. throughput

Figure 15 shows that with the simulations with

Drop Tail or with Random Drop gateways, node 5

receives a disproportionate share of the packet drops.

Each mark in Figure 15 shows the results from a

one-second period of simulation. The boxes show

the simulations with Drop Tail gateways from Figure

12, the triangles show the simulations with Random

Drop gateways from Figure 13, and the dots show

the simulations with RED gateways from Figure 14.

For each one-second period of simulation, the x-axis

shows node 5's throughput (as a percentage of the to-

tal throughput) and the y-axis shows node 5's packet

drops (as a percentage of the total packet drops). The

number of packets dropped in one one-second simu-

lation period ranges from zero to 61; the chart ex-

cludes those one-second simulation periods with less

than three dropped packets.

The dashed line in Figure 15 shows the position

where node 5's share of packet drops exactly equals

node 5's share of the throughput. The cluster of dots

is roughly centered on the dashed line, indicating that

for the RED gateways, node 5's share of dropped

packets re
ects node 5's share of the throughput. In

contrast, for simulations with Random Drop (or with

Drop Tail) gateways node 5 receives a small fraction

of the throughput but a large fraction of the packet

drops. This shows the bias of Drop Tail and Random

Drop gateways against the bursty tra�c from node 5.

Our simulations with an ISO TP4 network using

the DECbit congestion avoidance scheme also show

a bias against bursty tra�c. With the DECbit con-

gestion avoidance scheme node 5 packets have a dis-

proportionate chance of having their congestion indi-

cation bits set. The DECbit congestion avoidance

scheme's bias against bursty tra�c would be cor-

rected by DECbit congestion avoidance with selec-

tive feedback [28], which has been proposed with a

fairness goal of dividing each resource equally among

all of the users sharing it. This modi�cation uses

a selective feedback algorithm at the gateway. The

gateway determines which users are using more than

their \fair share" of the bandwidth, and only sets

the congestion-indication bit in packets belonging to

those users. We have not run simulations with this

algorithm.

10 Identifying misbehaving

users

In this section we show that RED gateways provide

an e�cient mechanism for identifying connections

that use a large share of the bandwidth in times of

congestion. Because RED gateways randomly choose

packets to be marked during congestion, RED gate-

ways could easily identify which connections have re-

ceived a signi�cant fraction of the recently-marked

packets. When the number of marked packets is suf-

�ciently large, a connection that has received a large

share of the marked packets is also likely to be a con-

nection that has received a large share of the band-

width. This information could be used by higher pol-

icy layers to restrict the bandwidth of those connec-

tions during congestion.

The RED gateway noti�es connections of conges-

tion at the gateway by marking packets. With RED

gateways, when a packet is marked, the probabil-

ity of marking a packet from a particular connection

is roughly proportional to that connection's current

share of the bandwidth through the gateway. Note

that this property does not hold for Drop-Tail gate-

ways, as demonstrated in Section 9.

For the rest of this section, we assume that each

time the gateway marks a packet, the probability that

a packet from a particular connection is marked ex-

actly equals that connection's fraction of the band-

width through the gateway. Assume that connection

i has a �xed fraction p

i

of the bandwidth through

the gateway. Let S

i;n

be the number of the n most-

recently-marked packets that are from connection i.

From the assumptions above, the expected value for

S

i;n

is np

i

.

From standard statistical results given in the ap-

pendix, S

i;n

is unlikely to be much larger than its

expected value for su�ciently large n:

Prob(S

i;n

� cp

i

n) � e

�2n(c�1)

2

p

2

i

for 1 � c � 1=p

i

. The two lines in Figure 16 show

the upper bound on the probability that a connection
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receives more than C times the expected number of

marked packets, for C = 2; 4, and for n = 100; the

x-axis shows p

i

.
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Figure 16: Upper bound on probability that a con-

nection's fraction of marked packets is more than C

times the expected number, given 100 total marked

packets.

The RED gateway could easily keep a list of the

n most recently-marked packets. If some connection

has a large fraction of the marked packets, it is likely

that the connection also had a large fraction of the

average bandwidth. If some TCP connection is re-

ceiving a large fraction of the bandwidth, that con-

nection could be a misbehaving host that is not fol-

lowing current TCP protocols, or simply a connection

with either a shorter roundtrip time or a larger win-

dow than other active connections. In either case, if

desired, the RED gateway could be modi�ed to give

lower priority to those connections that receive a large

fraction of the bandwidth during times of congestion.

11 Implementation

This section considers e�cient implementations of

RED gateways. We show that the RED gateway al-

gorithm can be implemented e�ciently, with only a

small number of add and shift instructions for each

packet arrival. In addition, the RED gateway algo-

rithm is not tightly coupled to packet forwarding and

its computations do not have to be made in the time-

critical packet forwarding path. Much of the work

of the RED gateway algorithm, such as the compu-

tation of the average queue size and of the packet-

marking probability p

b

, could be performed in paral-

lel with packet forwarding, or could be computed by

the gateway as a lower-priority task as time permits.

This means that the RED gateway algorithm need

not impair the gateway's ability to process packets,

and the RED gateway algorithm can be adapted to

increasingly-high-speed output lines.

If the RED gateway's method of marking packets is

to set a congestion indication bit in the packet header,

rather than dropping the arriving packet, then setting

the congestion indication bit itself adds overhead to

the gateway algorithm. However, because RED gate-

ways are designed to mark as few packets as possible,

the overhead of setting the congestion indication bit is

kept to a minimum. This is unlike DECbit gateways,

for example, which set the congestion indication bit

in every packet that arrives at the gateway when the

average queue size exceeds the threshold.

For every packet arrival at the gateway queue, the

RED gateway calculates the average queue size. This

can be implemented as follows:

avg  avg + w

q

(q � avg)

As long as w

q

is chosen as a (negative) power of two,

this can be implemented with one shift and two ad-

ditions (given scaled versions of the parameters) [14].

Because the RED gateway computes the average

queue size at packet arrivals, rather than at �xed time

intervals, the calculation of the average queue size is

modi�ed when a packet arrives at the gateway to an

empty queue. After the packet arrives at the gate-

way to an empty queue the gateway calculates m,

the number of packets that might have been trans-

mitted by the gateway during the time that the line

was free. The gateway calculates the average queue

size as if m packets had arrived at the gateway with

a queue size of zero. The calculation is as follows:

m (time� q time)=s

avg  (1� w

q

)

m

avg;

where q time is the start of the queue idle time, and s

is a typical transmission time for a small packet. This

entire calculation is an approximation, as it is based

on the number of packets that might have arrived at

the gateway during a certain period of time. After

the idle time (time�q time) has been computed to a

rough level of accuracy, a table lookup could be used

to get the term (1 � w

q

)

(time�q time)=s

, which could

itself be an approximation by a power of two.

When a packet arrives at the gateway and the av-

erage queue size avg exceeds the threshold max

th

,

the arriving packet is marked. There is no recalcu-

lation of the packet-marking probability. However,

when a packet arrives at the gateway and the average

queue size avg is between the two thresholds min

th

and max

th

, the initial packet-marking probability p

b

is calculated as follows:

p

b

 C

1

avg � C

2
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for

C

1

=

max

p

max

th

�min

th

;

C

2

=

max

p

min

th

max

th

�min

th

:

The parameters max

p

, max

th

, and min

th

are �xed

parameters that are determined in advance. The val-

ues for max

th

and min

th

are determined by the de-

sired bounds on the average queue size, and might

have limited 
exibility. The �xed parameter max

p

,

however, could easily be set to a range of values.

In particular, max

p

could be chosen so that C

1

is

a power of two. Thus, the calculation of p

b

can be

accomplished with one shift and one add instruction.

In the algorithm described in Section 4, when

min

th

� avg < max

th

a new pseudo-random num-

ber R is computed for each arriving packet, where

R = Random[0; 1] is from the uniform distribution on

[0,1]. These random numbers could be gotten from a

table of random numbers stored in memory or could

be computed fairly e�ciently on a 32-bit computer

[3]. In the algorithm described in Section 4, the ar-

riving packet is marked if

R < p

b

=(1� count � p

b

):

If p

b

is approximated by a negative power of two, then

this can be e�ciently computed.

It is possible to implement the RED gateway al-

gorithm to use a new random number only once for

every marked packet, instead of using a new random

number for every packet that arrives at the gateway

when min

th

� avg < max

th

. As Section 7 explains,

when the average queue size is constant the num-

ber of packet arrivals after a marked packet until the

next packet is marked is a uniform random variable

from f1, 2, ..., b1=p

b

cg. Thus, if the average queue

size was constant, then after each packet is marked

the gateway could simply choose a value for the uni-

form random variable R = Random[0; 1], and mark

the n-th arriving packet if n � R=p

b

. Because the

average queue size changes over time, we recompute

R=p

b

each time that p

b

is recomputed. If p

b

is approx-

imated by a negative power of two, then this can be

computed using a shift instruction instead of a divide

instruction.

Figure 17 gives the pseudocode for an e�cient ver-

sion of the RED gateway algorithm. This is just one

suggestion for an e�cient version of the RED gate-

way algorithm. The most e�cient way to implement

this algorithm depends, of course, on the gateway in

question.

The memory requirements of the RED gateway al-

gorithm are modest. Instead of keeping state for each

Initialization:

avg  0

count �1

for each packet arrival:

calculate the new average queue size avg:

if the queue is nonempty

avg  avg + w

q

(q � avg)

else using a table lookup:

avg  (1� w

q

)

(time�q time)=s

avg

if min

th

� avg < max

th

increment count

p

b

 C

1

� avg � C

2

if count > 0 and count � Approx[R=p

b

]

mark the arriving packet

count 0

if count = 0 (choosing random number)

R Random[0;1]

else if max

th

� avg

mark the arriving packet

count �1

else count �1

when queue becomes empty

q time time

New variables:

R: a random number

New �xed parameters:

s: typical transmission time

Figure 17: E�cient algorithm for RED gateways.

active connection, the RED gateway requires a small

number of �xed and variable parameters for each out-

put line. This is not a burden on gateway memory.

12 Further work and conclu-

sions

Random Early Detection gateways are an e�ective

mechanism for congestion avoidance at the gateway,

in cooperation with network transport protocols. If

RED gateways drop packets when the average queue

size exceeds the maximum threshold, rather than sim-

ply setting a bit in packet headers, then RED gate-

ways control the calculated average queue size. This

action provides an upper bound on the average delay

at the gateway.

The probability that the RED gateway chooses a

particular connection to notify during congestion is
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roughly proportional to that connection's share of the

bandwidth at the gateway. This approach avoids a

bias against bursty tra�c at the gateway. For RED

gateways, the rate at which the gateway marks pack-

ets depends on the level of congestion, avoiding the

global synchronization that results from many con-

nections decreasing their windows at the same time.

The RED gateway is a relatively simple gateway al-

gorithm that could be implemented in current net-

works or in high-speed networks of the future. The

RED gateway allows conscious design decisions to be

made about the average queue size and the maximum

queue size allowed at the gateway.

There are many areas for further research on RED

gateways. The foremost open question involves de-

termining the optimum average queue size for maxi-

mizing throughput and minimizing delay for various

network con�gurations. This question is heavily de-

pendent of the characterization of the network tra�c

as well as on the physical characteristics of the net-

work. Some work has been done in this area for other

congestion avoidance algorithms [23], but there are

still many open questions.

One area for further research concerns tra�c dy-

namics with a mix of Drop Tail and RED gateways,

as would result from partial deployment of RED gate-

ways in the current internet. Another area for further

research concerns the behavior of the RED gateway

machinery with transport protocols other than TCP,

including open- or closed-loop rate-based protocols.

As mentioned in Section 10, the list of packets

marked by the RED gateway could be used by the

gateway to identify connections that are receiving a

large fraction of the bandwidth through the gateway.

The gateway could use this information to give such

connections lower priority at the gateway. We leave

this as an area for further research.

We do not specify in this paper whether the queue

size should be measured in bytes or in packets. For

networks with a range of packet sizes at the congested

gateway the di�erence can be signi�cant. This in-

cludes networks with two-way tra�c where the queue

at the congested gateway contains large FTP packets,

small TELNET packets, and small control packets.

For a network where the time required to transmit a

packet is proportional to the size of the packet, and

the gateway queue is measured in bytes, the queue

size re
ects the delay in seconds for a packet arriving

at the gateway.

The RED gateway is not constrained to provide

strict FIFO service. For example, we have experi-

mented with a version of RED gateways that pro-

vides priority service for short control packets, re-

ducing problems with compressed ACKs.

By controlling the average queue size before the

gateway queue over
ows, RED gateways could be

particularly useful in networks where it is undesir-

able to drop packets at the gateway. This would be

the case, for example, in running TCP transport pro-

tocols over cell-based networks such as ATM. There

are serious performance penalties for cell-based net-

works if a large number of cells are dropped at the

gateway; in this case it is possible that many of the

cells successfully transmitted belong to a packet in

which some cell was dropped at a gateway [30]. By

providing advance warning of incipient congestion,

RED gateways can be useful in avoiding unnecessary

packet or cell drops at the gateway.

The simulations in this paper use gateways where

there is one output queue for each output line, as in

most gateways in current networks. RED gateways

could also be used in routers with resource manage-

ment where di�erent classes of tra�c are treated dif-

ferently and each class has its own queue [6]. For

example, in a router where interactive (TELNET)

tra�c and bulk data (FTP) tra�c are in separate

classes with separate queues (in order to give prior-

ity to the interactive tra�c), each class could have a

separate Random Early Detection queue. The gen-

eral issue of resource management at gateways will

be addressed in future papers.
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A Appendix

In this section we give the statistical result used in

Section 10 on identifying misbehaving users.

Let X

j

, 1 � j � n, be independent random vari-

ables, let S be their sum, and let

�

X = S=n.

Theorem 1 (Hoe�ding, 1963) [12, p.15] [13,

p.104]: Let X

1

, X

2

,..., X

n

be independent, and let

0 � X

j

� 1 for all X

j

. Then for 0 � t � 1� E[

�

X],

Prob[

�

X � E[

�

X] + t] (4)
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#
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�2nt

2

:
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Let X

i;j

be an indicator random variable that is 1

if the jth marked packet is from connection i, and 0

otherwise. Then

S

i;n

=

n

X

j=1

X

i;j

:

From Theorem 1,

Prob(S

i;n

� p

i

n+ t n) � e

�2nt

2

for 0 � t � 1� p

i

. Thus

Prob(S

i;n

� cp

i

n) � e

�2n(c�1)

2

p

2

i

for 1 � c � 1=p

i

.
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