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Abstract

In this paper we describe a debugging tool that is an

e�ective means of analyzing problems with multicast

packet routing in a network. Multicast packet routing

is a source-driven distributed calculation performed by

the routers in a multicast network. The routes taken

by multicast packets are di�cult to predict manually

due to the large number of variables that must be con-

sidered. The multicast route debugging tool allows

o�-line investigation of the route taken by a multi-

cast packet and the e�ects of network modi�cations

on that route. The tool has already proved useful in

debugging the problems that have occurred in the ex-

perimental Internet Multicast Backbone. The multi-

cast route debugging tool currently predicts multicast

routes of packets using the distance-vector truncated-

broadcast algorithm implemented for Internet multi-

cast tra�c. We will be upgrading the tool to allow the

user to choose other multicast routing algorithms.
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1 Introduction

The ability to send multicast packets has recently

been added to the Internet as an experiment, and sev-

eral tools are already available to utilize this capa-

bility. Teleconferencing tools which provide the abil-

ity to multicast the audio and video of a conference

are one example. There is also a multiparty white-

board which allows multiple users to hold a meeting

and interact on a virtual whiteboard in conjunction

with voice communication. The whiteboard can be

combined with the teleconferencing tools to allow the

speaker to write on a whiteboard or to display over-

heads. These tools can be used for applications such
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as teaching, weather analysis, global mapping, medi-

cal image dissemination, and research collaboration to

name just a few.

Until recently, teleconferencing tools required re-

served communication channels and special equip-

ment. This form of teleconferencing forces the user to

go to the location containing the equipment. Recent

experiments on the Internet have shown that it is pos-

sible to provide teleconferencing tools on an ordinary

Unix workstation.

To support a teleconferencing tool, the communi-

cation network must provide N-way communication

between the N participants of the conference. Each

packet sent within the conference must be dissemi-

nated by the network to all of the sites in the con-

ference. N-way communication is most easily achieved

by sending multicast packets. A multicast packet is

disseminated along the branches of a tree that spans

the participants of the teleconference. Packets are du-

plicated by the routers at each branch of the tree.

If multicast capabilities were implemented using

unicast (one-to-one) packets, a copy of each packet

would need to be sent to each member of the confer-

ence. These packets would travel redundant links and

waste network bandwidth. The other di�culty with

unicasting the packets is the need to know the names

of all of the participants of the multicast. Unicast

routing is destination driven and each packet must be

sent to a particular destination.

A multicast packet is instead addressed to a group of

processors; in this paper, the group refers to the partic-

ipants of a particular multicast session. The tree along

which a multicast packet is routed depends upon the

source of the packet and the locations of the members

of the group. The sender of the packet need not deter-

mine the group membership before sending the packet.

Each router in the multicast network decides whether

to forward a packet based on local information and on

information contained in the packet; the information

used depends on the multicast routing algorithm run

by the router. This information can include the packet

source, the multicast group, the distance of the router

from the source, and the distances of the neighboring

routers.
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The recent Internet Engineering Task Force meet-

ings have been multicast in the Internet [3]. This al-

lowed people who were unable to attend the meetings

to participate in them from their own o�ces. Also,

President Clinton and Vice-President Gore have held

several teleconferences that were broadcast over the

Internet.

Since multicast capabilities are fairly new to the In-

ternet, debugging tools have not yet been developed.

Although there are unicast debugging tools, the mul-

ticast and unicast routing paradigms are completely

di�erent; multicast routing is primarily source driven

whereas unicast routing is destination driven. Addi-

tionally, due to the experimental nature of the Inter-

net multicast facilities, only a subset of the Internet

routers can route multicast packets. This often means

that the multicast and unicast packets follow di�erent

paths through the network despite having the same

source and destination. The subset of the Internet cur-

rently providing multicast capabilities is referred to as

the Multicast Backbone (M �Bone).

This paper describes a multicast route debugging

tool (mrdebug) that has been developed for use in

predicting the routes that multicast packets will take

through a network. The tool also allows investigation

of the e�ects of network modi�cations on multicast

routes. The remainder of this paper is organized as

follows; related work is discussed in Section 2, the mul-

ticast routing protocols are described in Section 3, the

multicast route debugging tool is described in Section

4, an example of using the tool is presented in Section

5, how to obtain the multicast software is described

in Section 6, and conclusions and future directions are

covered in Section 7.

2 Related work

The only route debugging tools currently available on

the Internet are intended for use in checking unicast

routes. Traceroute [4] determines the current route

used by packets unicast by a source to a particular

destination. It sends packets from the invoking site to-

ward the destination. Each packet is sent one hop far-

ther toward the destination than the previous packet

and causes an ICMP packet that identi�es the last

gateway reached to be sent back to the site running

traceroute. Traceroute produces as output a list of the

incoming interfaces along the route between the source

and the destination. If N is the number of hops in the

route, traceroute requires at least two times N packets

to determine a route. This form of route debugging can

be self-defeating when the network is congested since

it adds to the network load.

If users want to determine why they are unable to

receive multicast packets from another source, tracer-

oute is of minimal use because routes in the network

are not necessarily symmetric, and traceroute can only

investigate the path from the source to a destination.

Traceroute is also unable to predict multicast routes

because, as mentioned earlier, the unicast route is not

necessarily the same as the multicast route; not all

routers in the network are multicast, and the algo-

rithms used to determine the multicast and unicast

routes are di�erent.

One possible means of tracing multicast routing

problems would be to create a multicast version of

traceroute. The tool would print the current multi-

cast packet routing tree for a particular source. Such

a tool would put a signi�cant load on the network since

it would require at least 2N packets, where N is the

number of nodes in the multicast tree. The load can

be limited by implementing the multicast traceroute to

only investigate a single branch at a time. The mul-

ticast traceroute tool would, however, be of limited

use since users would be able to investigate only the

paths of their own packets and users are more often

concerned with problems related to receiving packets

from other sources. To investigate the path from a

source other than the user's site, the tool would have

to send a packet to the source asking for a traceroute

to be run and the results then transmitted back.

The multicast traceroute method itself is also lim-

ited since it provides no direct information regarding

why a problem occurred. After receiving the trace of

the multicast tree from a source, users who are not

in the tree would still need some means of determin-

ing why they are not in the tree. This would involve

additional queries in the network. A tool that could

be provided for on-line debugging is a destination to

source traceroute where the multicast path from the

source to the destination could be investigated start-

ing at the destination. This tool used in combination

with a source traceroute could help in �nding routing

problems in the network.

Another unicast debugging tool, ping [4], allows

users to determine if an interface is alive and reach-

able. This tool is used in conjunction with traceroute

to investigate unicast routes, but is ine�ective for mul-

ticast route debugging without a means of predicting

the multicast packet routes.

The multicast route debugging tool (mrdebug) de-

scribed in this paper has been designed as an o�-line

tool to predict the paths taken by packets multicast

in a network while avoiding the network loading ef-

fects of on-line debugging tools. Mrdebug reads the

description of the multicast network from a �le and

then predicts the multicast tree of any given source.

This allows the user to investigate a multicast tree or

path without loading down the network and poten-

tially causing additional correlated failures. Mrdebug

also allows investigation of the e�ects of network topol-
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Figure 1: An example of a piece of a multicast internet.

Routers A, B, C, and D have interfaces on subnet 1.2 and

routers D and E are connected by a tunnel.

ogy modi�cations on the multicast routes.

3 Multicast on the Internet

A sample piece of a multicast internet is shown in Fig-

ure 1. In a multicast internet, di�erent networks are

connected at routers. A router can be connected to

one or more networks and is responsible for determin-

ing the appropriate forwarding routes for packets it

receives. Each router's connection to a network is re-

ferred to as an interface. An interface is an indi-

vidually addressable entity that can send and receive

packets. A network is termed a subnet if it provides

complete connectivity between all the interfaces con-

nected to it. An Ethernet or an FDDI network is an

example of a subnet. Subnets generally have more

than one interface attached to them and each packet

broadcast on the subnet is received by all of the at-

tached interfaces.

Tunnels can be used to provide point-to-point com-

munication between any two routers that do not share

a subnet. A tunnel forms a unicast path or datapipe

through intermediate nonmulticast routers to the next

multicast router.

3.1 The Multicast Backbone

The Multicast Backbone (M-Bone) consists of the In-

ternet routers that have been recon�gured to route

multicast packets in addition to their normal unicast

tra�c. Since the multicast packet routing algorithms

[8, 10] are not yet part of the standard Internet Pro-

tocol suite, routers are normally recon�gured to route

multicast packets only if there is su�cient user de-

mand. Because only a subset of the routers in the

Internet currently provide multicast capability, the M-

Bone uses tunnels to connect multicast routers.

Each multicast router's subnet interface and tunnel

is con�gured with a metric and threshold. The metric

indicates the cost of sending a packet out the interface

or tunnel. The threshold indicates a minimum time-

to-live that must be contained in the multicast packet

for it to be forwarded out the interface or tunnel.

The scope of a multicast packet can be limited to a

local area by appropriately setting the time� to� live

�eld in the packet. A packet is forwarded out of

an interface only if the time-to-live of the packet is

greater than one and is greater than or equal to the

interface threshold. Each time a packet is forwarded,

the time-to-live in the packet is decremented by one.

For example, a packet broadcast with a time-to-live of

two will be broadcast out of only those interfaces that

have a threshold of one or two and the packet will not

be forwarded. The scope of a multicast packet can be

limited to a local area by setting the thresholds on in-

terfaces that lead out of the area to an appropriately

high value and making sure that the packet is broad-

cast with a time-to-live that is less than this threshold.

At the moment, interfaces and tunnels are con�g-

ured manually by a system administrator and the met-

ric and threshold are chosen heuristicly based on ad

hoc guidelines. If a router's metric and threshold at-

tributes are incorrectly con�gured, the router can cre-

ate havoc in the M-Bone by accepting more packets

than it can handle or by accepting packets but refus-

ing to forward them.

3.2 The distance-vector truncated-

broadcast algorithm

Several algorithms have been proposed for use in rout-

ing multicast packets in the Internet. The distance-

vector truncated-broadcast algorithm developed by

Deering in [9] is currently used by the routers on the

M-Bone to route multicast packets. This algorithm is

a re�nement of the reverse-path forwarding algorithm

proposed by Dalal and Metcalfe [6]. The result of the

algorithm, which is explained later, is that a packet is

disseminated down a minimum spanning tree from the

packet's source. Other algorithms that have been pro-

posed are the link-state multicast routing algorithm

[9] and core-based trees [1].

Although the distance-vector truncated-broadcast

algorithm is currently implemented in the M-Bone,

multicasting has not been adopted as part of the

Internet standard. The distance-vector truncated-

broadcast algorithm is described here because it is the

algorithm used on the M-Bone and, therefore, by the

mrdebug tool. Currently, M-Bone routers maintain

multicast routing tables completely separately from

the unicast Internet routing tables. This is due pri-

marily to the experimental nature of the M-Bone, and

it is expected that the routing tables will eventually be

merged and multicast capabilities integrated into the

Internet Protocol.

In distance-vector truncated-broadcast routing, the

multicast routers use a distance-vector routing al-

gorithm to determine their minimum distance and

next-hop router to each subnet in the network. The

distance-vector routing algorithm used in the M-Bone



is actually the Bellman-Ford algorithm [2]. Distance

vector information is maintained at a multicast router

by exchanging distance tables with neighboring mul-

ticast routers. When a multicast router exchanges a

distance table with a multicast neighbor, it reports

its distance to each of the known destinations in the

multicast network except those whose next hop is the

subnet or tunnel the table will be sent on; those entries

are reported as being in�nite distance. When a multi-

cast router receives a distance table from a neighbor,

it adds its own distance to the neighbor to the entries

of the distance table reported by the neighbor. The

router then updates its own table by replacing any of

its entries that contain a larger metric than the one

contained in the neighbor's adjusted distance table;

the table is not updated if the metrics are equal. The

router also updates the next-hop to be the neighbor

whose update changed the table entry.

Details of the algorithm executed by the router in

distance-vector truncated-broadcast will be given here

to aid in later describing the mrdebug tool. When

a multicast packet is forwarded from a neighboring

router, the packet is accepted only if the neighbor is

the next-hop router to the source of the packet. This

means that the packet has arrived on the shortest path

from the router to the source. The packet, if accepted,

must be copied to the interfaces with neighbors that

consider this router their next hop to the source of the

packet. The router maintains data structures for each

source termed children and leaves to determine the

interfaces to copy packets onto. A child interface has

neighbors that have either a greater distance to the

packet source or an equal distance and higher address.

A leaf interface is a child interface with no neighbor-

ing routers reporting the source as in�nite distance.

This means that there are no routers on the subnet

that consider this router to be their next-hop router

to the source of the packet.

A packet, if accepted, is copied by the multicast

router to the interfaces that are children but not leaves

for the given source. A packet is copied to a leaf inter-

face if there are hosts on the subnet that are interested

in that packet. A packet is never copied to a leaf in-

terface that is a tunnel, because there are only routers

on the ends of a tunnel. Each time the distance-vector

routing table is updated, the router also updates its

children and leaves.

The time-to-live �eld provides the only current

means of limiting scope of a multicast packet in the

M-Bone. Multicast packets sent to a multicast session

with widely spread participants will need to be sent

with a large time-to-live and will be received by most of

the M-Bone. The multicast routing algorithms will be

modi�ed soon so that sites involved in a multicast ses-

sion will join a group and packets will be multicast only

within the group. The modi�cations required in the

distance-vector truncated-broadcast algorithm to han-

dle groups are described in [9] and involve the routers

pruning the multicast tree to eliminate branches that

do not contain members of the group. The time-to-

live �eld will still be used to limit scope in conjunction

with the multicast pruning mechanism.

The ability to prune the multicast tree will reduce

unnecessary bandwidth use by groups that are not con-

�ned to a local area but have only a few members. Fur-

ther modi�cations to the multicast protocols for sparse

groups are still under investigation. Some proposed

algorithms for handling sparse groups are detailed in

[1, 7].

4 The multicast route debug-

ging tool

Packets in a multicast network are disseminated across

a wide area and travel through many routers. Each

router makes the decision individually whether to

accept an incoming packet and which neighboring

routers should receive copies of the packet. These

routers base their decisions on their local interfaces,

their distance to their neighbors, and information pro-

vided by their neighbors. The distributed nature of the

routing calculation makes debugging di�cult. When

participating in a multicast group, users may �nd that

they are unable to receive packets from some subset of

the participants and that some other subset is unable

to receive their packets, a frustrating experience.

Many factors can lead to a portion of the group be-

ing unable to receive packets from a particular source.

The �rst possibility is that there may not be any paths

through the network that connect the source and the

destination due to failure of a primary network link

or router. It may also be the case that an insu�cient

time-to-live was speci�ed in the packet such that some

router on the path discarded the packet. Sometimes

two sites that are geographically near use circuitous

routes to multicast to each other due to the con�gura-

tion of the network. This can lead to excessive packet

loss and can be corrected with minor changes to the

network con�guration.

The mrdebug tool was developed to allow a user to

investigate the multicast routes used by packets from

any given source and to determine the e�ects of a spec-

i�ed time-to-live in a packet. This allows a user to

determine whether the packet is being limited to the

desired area. The user can also use mrdebug to inves-

tigate changes to the network topology and to observe

the results before modifying the actual network topol-

ogy.



4.1 Network description

Mrdebug is an o�-line tool that takes network and sub-

net description �les as input. An automated tool for

generating the network and subnet description �les has

been built and its output is available via ftp (see Sec-

tion 6). The network description file contains a de-

scription of the topology of the multicast network, and

the subnet description file contains a list of the sub-

nets in the multicast network. Each subnet has a mask

associated with it and all interfaces on the subnet will

have the same masked address. Mrdebug reads in the

subnet description �le to determine the subnets and

their associated masks. It then reads the network de-

scription �le. Each interface's subnet is determined

by masking the interface's address. If the masked ad-

dress matches a subnet address, then the interface is

considered to be on that subnet.

The network description is stored in a graph adja-

cency list with each router and each subnet represent-

ing a node in the graph. The edges of the graph are

the tunnels and subnet connections. The subnets are

modeled as separate nodes to allow easy simulation

of the e�ect of sending a broadcast packet on a sub-

net. Connections to a subnet or tunnel from a router

are given the metric and threshold used in the actual

network, as speci�ed in the network description �le.

4.2 Prediction of multicast routes

This section describes the methods used by mrdebug

to predict multicast routes. The distributed opera-

tion of the multicast routing protocol is simulated by

mrdebug as a single process. Mrdebug uses Dijkstra's

algorithm [5] to calculate the distance-vector routing

table entries. Ties are resolved by using the lower ad-

dress neighbor as the next hop. Distances between

routers are determined by using the metric of the edge

in the reverse direction, as described in [9]. Each

router's distance-vector routing table entry in mrde-

bug lists the next-hop neighbor and the minimumdis-

tance to the speci�ed source. The next-hop neighbor

is expected to forward packets from the source to this

router.

Mrdebug calculates whether an interface should re-

ceive a copy of packets from a given source by look-

ing directly at the neighboring router's distance vector

routing table and using the algorithms speci�ed in [9].

A router may receive a redundant copy of a message

if a subnet it is attached to is used by another router

to receive messages along the multicast tree. A router

may also receive redundant copies of a message if a

message is forwarded through a tunnel that is not the

router's minimum distance path to the source. This

behavior is predicted in [9]. When a redundant for-

warding operation is found, mrdebug prints the inter-

faces at the receiving router with a metric of �1 on

the redundant branch of the tree. These interfaces

will also appear in the tree along their shortest path

with their proper metric.

The mrdebug tool uses by default the distance-

vector truncated-broadcast algorithm to predict mul-

ticast routes and does not implement pruning for mul-

ticast groups. The pruned tree of a source multicast to

a group is always a subset of the source's full multicast

tree so the ability to show the pruned tree would be

of limited additional value. Also, the multicast groups

are expected to be relatively dynamic making it di�-

cult for an o�-line tool to predict the current pruned

tree for the multicast group. Mrdebug can also display

multicast routes determined using link-state routing,

and has been built to allow the future addition of other

multicast routing algorithms.

4.3 Con�guration

Mrdebug was written in C and uses a textual interface.

This allows users access to the tool from any type of

terminal. There are plans to provide a graphical rep-

resentation of the tree and path outputs in X windows,

but this has not yet been implemented. The input �les

de�ning the network can be generated manually by the

user. Automatically generated �les describing the M-

Bone and the mrdebug tool are available via ftp, see

Section 6 for details.

4.4 User interface

Mrdebug can be run interactively allowing the user to

investigate source multicast trees, multicast paths to

destinations, or the e�ects of changes made to the net-

work by the user. At any time during operation of the

tool, the user can specify or respecify the interface to

use as the source of the multicast or the destination of

the multicast. The user is also able to specify an out-

put �le for all program output to allow later analysis

and comparison.

Any of several displays can be requested by the user.

When invoking the multicast tree option, the user can

specify a time-to-live for packets from the source and

view the resulting truncated multicast tree (see Section

5 for examples). The multicast trees are printed tex-

tually with indentation used to show tree level. Mrde-

bug also allows the user to display the path through

the multicast tree to a single destination.

A problem in predicting multicast routes that use

a distance-vector routing algorithm is the random be-

havior when equal-length routes exist between a source

and a destination. If a change in the network topol-

ogy occurs in the actual network, the multicast routing



protocol will change from an existing path to a new

path only if the new path is of shorter distance. Thus,

the tree printout produced by mrdebug may not ex-

actly match the actual multicast tree if there are mul-

tiple paths of equal distance from the source to some

of the destinations. The path printout will, however,

enumerate all of the possible paths that could be in

use by the multicast routing protocol to reach a desti-

nation. The random behavior of the multicast routing

algorithm in this situation will be made deterministic

in the next release of the multicast code for the M-

Bone. In the meantime, the current path in use by the

actual multicast routers can only be determined by an

on-line tool.

When a multicast tree is printed out, mrdebug can

display a list of the network interfaces that are un-

reachable. This includes interfaces that were not

reachable due to the speci�cation of a time-to-live for

the packets. The list of unreachable interfaces can be

useful for debugging since sites that are having trouble

receiving a multicast should appear on this list. If a

limiting time-to-live was not speci�ed with the multi-

cast tree, interfaces are unreachable only if they are

down or in a disconnected subgraph of the network.

The mrdebug user can interactively make network

topology changes and redisplay the multicast tree and

unreachable interfaces. The network topology can be

changed by removing an interface or tunnel, by adding

an interface or tunnel, or by changing the metric and

threshold of an interface or tunnel. This capability

can be used to investigate new topologies before im-

plementation or to debug existing problems.

The mrdebug tool can also be run in batch mode to

provide input to graphical interface or multicast route

analysis tools.

5 Example

To better illustrate the need for, and usefulness of, a

multicast route debugging tool, we now present a small

example. The network shown in Figure 2 consists of

ten routers, three subnets and three tunnels. The

routers are represented in the �gure by black circles

and the subnets are represented by horizontal lines.

Each arrow that goes directly from one router to the

next represents a single direction of a tunnel. The

numbers at the routers are the interface addresses as-

sociated with the router. When there is more than

one interface at a router, each interface is listed near

the connection representing that interface. The anno-

tations along the edges in the network give the met-

ric/threshold for the edge.

A request for the multicast tree rooted at the inter-

face 128.1.0.0 in Figure 2 would produce the following

output from mrdebug:

128.1.0.0

128.4.0.3128.4.0.2

128.6.0.7

128.4.0.4

128.6.0.6

128.6.0.4

128.2.0.0 128.3.0.0

128.4.0.5
128.5.0.5

1/22

2/10

1/64

1/35/10

10/5

1/1

3/7

128.5.0.9
128.9.0.0

128.10.0.0

3/1

5/64

128.5.0.8

4/11

5/12

1/7

2/8 7/5

6/2

Figure 2: A sample multicast network. The routers are

represented by dots, the subnets are horizontal lines and

the tunnels are edges directly connecting two routers. Each

edge is annotated with its metric/threshold.

128.1.0.0, 0/0/0

128.3.0.0, 1/1/5

128.4.0.3, 2/1/5

128.4.0.4, 3/3/5

128.6.0.4, 4/3/5

128.6.0.6, 5/5/14

128.6.0.7, 5/4/14

128.4.0.5, 3/4/5

128.5.0.5, 4/4/5

128.5.0.9, 5/11/66

128.9.0.0, 6/11/66

128.10.0.0, 7/12/66

128.5.0.8, 5/9/66

128.4.0.2, 3/�1/5

128.2.0.0, 4/�1/5

128.2.0.0, 1/4/2

128.4.0.2, 2/4/2

The numbers printed after each interface name are

tree level/metric-to-here/time-to-live required to be in

a packet to reach here. The indentation shows the

tree level. Each interface is printed in the tree directly

below the interface at the next higher level of the tree

and indented one position. If a packet departs from a

router through a di�erent interface than it arrives on,

the departure interface is shown indented one position

below the arrival interface.

In the above tree printout, interface 128.3.0.0 re-

ceives packets multicast by 128.1.0.0 directly from the

tunnel interconnecting them. The metric used to de-

termine the cost of using this edge for the multicast is

1, the metric of the edge in the reverse direction. The



threshold of 5 on the forward direction of the tun-

nel determines the time-to-live required by a packet to

reach 128.3.0.0 from 128.1.0.0. Entries further down

this branch of the tree will be printed with a time-to-

live no less than 5.

The packet is received from interface 128.3.0.0 by in-

terface 128.4.0.3 which is located at the same router;

this is indicated by no increase in the metric. The

packet is then broadcast on subnet 128.4 by interface

128.4.0.3. Interface 128.4.0.3 has an outgoing thresh-

old of 3, so packets from 128.1.0.0 need a time-to-live

of at least 4 to be sent out this interface. Because

this is less than 5, this does not add any new restric-

tions. The packet is next received from the subnet by

interfaces 128.4.0.2, 128.4.0.4, and 128.4.0.5. These in-

terfaces are all at the same tree level so they are each

printed at the same indentation level below 128.4.0.3.

Interfaces 128.4.0.2 and 128.2.0.0 are printed with met-

rics of �1 because, although they received the packet

from 128.4.0.3, it was not from the next-hop router to

the source. These interfaces were expecting the packet

to come directly from 128.1.0.0. This is indicated by

their appearance at their proper place in the tree at

the bottom of the printout.

If the user requests the multicast tree for a source

interface such as 128.4.0.11, which is not a multicast

router but is on a subnet, the mrdebug tool will print

the tree assuming the packet originated directly on

the subnet. This is because the interface threshold for

128.4.0.11 is not known. The multicast tree for packets

from 128.4.0.11 would look like this:

128.4, 0/0/0

128.4.0.4, 1/2/0

128.6.0.4, 2/2/0

128.6.0.6, 3/4/12

128.6.0.7, 3/3/12

128.4.0.5, 1/3/0

128.5.0.5, 2/3/0

128.5.0.9, 3/10/64

128.9.0.0, 4/10/64

128.10.0.0, 5/11/64

128.5.0.8, 3/8/64

128.4.0.2, 1/5/0

128.2.0.0, 2/5/0

128.1.0.0, 3/11/11

128.4.0.3, 1/1/0

128.3.0.0, 2/1/0

The thresholds of zero indicate that the packet, since

it was assumed to originate on the subnet, did not

require a time-to-live to be speci�ed in the packet in

order to reach the interfaces on the subnet. If we look

only at the multicast path from subnet 128.4 to inter-

face 128.1.0.0 the printout from mrdebug will show

128.4, 0/0/0

128.4.0.3, 1/1/0

128.3.0.0, 2/1/0

128.1.0.0, 3/11/2

and

128.4, 0/0/0

128.4.0.2, 1/5/0

128.2.0.0, 2/5/0

128.1.0.0, 3/11/12

There are actually two paths with lengths equal to

the minimum distance between subnet 128.4 and in-

terface 128.1.0.0: one through interface 128.4.0.3 and

one through interface 128.4.0.2. Since the actual mul-

ticast algorithm may be using either path, both are

printed for the user. The alternative paths are not

printed in the multicast tree because it would make

the tree di�cult to understand.

The mrdebug tool provides many ways to debug net-

work problems. One way is to input a map of the fully

operational network and print the path to the desti-

nation which is not receiving the multicast. The user

can then ping the interfaces along the path to iden-

tify the one that is down. Alternatively, the current

network state can be input to the mrdebug program

and methods to reconnect the multicast tree to the

unreachable interfaces can be investigated. Another

use of the mrdebug tool is to aid in determining an

appropriate time-to-live for a group to ensure that a

multicast conversation remains con�ned to the desired

local area. The results of such an investigation may in-

dicate that the thresholds on some of the interfaces of

routers in the local area have been set inappropriately.

6 Software availability

All of the software described in this paper is available

via anonymous ftp to various sites on the Internet.

Readers wishing more information regarding the M-

Bone should retrieve the �le mbone/faq.txt from ven-

era.isi.edu (128.9.0.32). The faq provides information

about how to get connected to the M-Bone, obtain-

ing kernel modi�cations to support multicasting, sup-

ported hardware platforms and where to �nd the cur-

rent multicast applications. A map of the current M-

Bone is available from parcftp.xerox.com (13.1.64.94)

in �le pub/net-research/mbone-map*. The mrdebug

program and automatically generated input �les can

be obtained from ftp.ee.lbl.gov (128.3.112.20) in mrde-

bug.tar.Z.

7 Conclusion and future direc-

tions

Debugging of multicast routing is a fundamentally dif-

ferent problem than debugging of unicast routing and



requires a new set of debugging tools. A primary

di�erence is that multicast packet routes are source

rather than destination driven. In addition the cur-

rent M-Bone is experimental and is composed of only

a subset of the Internet so many routes through the

Internet are not available to multicast packets. For

the above reasons unicast route debugging tools are of

limited use in debugging multicast routes.

The multicast route debugging tool (mrdebug) al-

lows users to determine the routes taken by multicast

packets in a network. The users can print the mul-

ticast routing tree of a source or the multicast path

from a source to a destination. Because it runs o�-

line, mrdebug does not contribute to network loading.

It can be used to debug problems as they occur or to

investigate the e�ects of changes to the network prior

to making the changes in the actual network.

A potential problem that must be dealt with in the

mrdebug tool is scaling. The base mrdebug tool will

not need to change if the M-Bone changes to hierar-

chical routing since each domain would be routed sep-

arately. A separate instance of the tool can be run

for each domain. The primary scaling problem will be

in gathering topology. The current M-Bone contains

approximately 650 nodes and collection of the topol-

ogy takes over an hour. The entire Internet contains

approximately 14,700 nodes so a complete topology

update would take about a day. This problem has not

yet been addressed but can easily be solved through

the use of incremental topology updates.

Mrdebug is currently con�gured to use distance-

vector truncated-broadcast routing to predict the

routes taken by multicast packets in the network. The

mrdebug tool has been built to allow easy incorpora-

tion of new multicast routing algorithms as the need

arises, and link-state routing has already been incor-

porated into mrdebug. We will continue to upgrade

and re�ne the mrdebug tool to keep pace with devel-

opments in multicast routing.

The mrdebug tool is well suited to network design

and many debugging tasks but does not eliminate the

need for an on-line tool. An on-line tool is needed to

provide information regarding dynamic behaviors in

the network such as transient failures and multicast

groups.

Mrdebug has already proven useful in debugging the

experimental multicast routing in the Internet; prob-

lems encountered during setup of the most recent In-

ternet Engineering Task Force meeting videocast were

diagnosed using the mrdebug tool.
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