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ABSTRACT OF DISSERTATION

COMPUTATIONAL TOOLS FOR SOLVING HARD SEARCH
PROBLEMS

The goal of this dissertation is to develop computational tools for solving hard search prob-
lems. We focus on a declarative approach in which we write programs to capture constraints
of search problems rather than the step-by-step algorithms that solve the search problems.

Once we write the declarative program that captures a search problem, we want to com-
pute the solutions of the search problem as well. We realize this goal by applying specially
designed software called solvers on the declarative program we have written. Efficient
algorithms and implementations of the solvers make the declarative approach practical in
solving hard search problems.

In the dissertation, we investigate one such declarative programming formalism called
logic programming with stable model semantics. In this formalism, a program is a col-
lection of rules. Rules are built of monotone (or convex) abstract constraint atoms. This
formalism extends the normal logic programming with stable model semantics, which has
been studied by the community for decades and has rich theories and practical applications.
We show in the thesis that the stable model semantics and properties, especially those that
are concerned with computation of stable models, extend to logic programs with monotone
(or convex) abstract constraint atoms.

Lparse programming, a version of logic programming with stable model semantics,
was proposed in 1990’s and has been shown to be an effective programming formalism
for solving search problems. Lparse-programs also extends normal logic programs with
specific constraint atoms: pseudoboolean constraints. We show in the thesis that pseudo-
boolean constraints are convex. Thus the theoretical results we obtain for logic programs
with convex abstract constraint atoms instantiate to lparse-programs. Based on these re-
sults, we design a solver that computes stable models of lparse-programs via pseudo-
boolean solvers.

We also study the propositional logic extended with pseudoboolean constraints, a byprod-
uct of our research on lparse-programs. We designed and implemented a family local
search solvers that compute models of theories in this logic.

We performed experimental study on the solvers we developed. The results show that
our solvers are efficient in solving many NP-hard search problems.



KEYWORDS: Knowledge representation, Answer-set programming, Proposi-
tional satisfiability, Pseudo-boolean satisfiability, Stochastic local
search



COMPUTATIONAL TOOLS FOR SOLVING HARD SEARCH
PROBLEMS

By

Lengning Liu

Dr. Mirosław Truszczyński
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Chapter 1

Introduction

The goal of this thesis is to develop computational tools for solving hard search problems

represented as lparse-programs with weight constraints. Specifically, our goal in this thesis

is to develop theories regarding the properties of such programs and investigate effective

ways to compute stable models of lparse-programs.

1.1 Motivation

Computers were created to help humans to solve problems. The problem may be as sim-

ple as evaluating arithmetic expressions or as hard as landing spaceships on moon. In this

thesis, we focus on a particular type of problems called search problems. In a nutshell,

a search problem is defined by a set of conditions (or constraints) that solutions to the

problem must satisfy. Search problems range from theoretical problems such as graph 3-

coloring to practical problems such as scheduling and planning. The difficulty of search

problems varies. We consider NP -hard search problems in this thesis. Since they are NP -

hard, unless NP = P , there do not exist polynomial-time bounded algorithms to solve

arbitrary instances of these problems. However, this result does not imply that the algo-

rithms will be ineffective on every instance of the problems. In fact, there are algorithms

that can solve some instances of NP -hard search problems efficiently.

Since NP -hard search problems appear in many practical applications, modeling and

solving them are important and challenging. In this dissertation, we adopt a declarative

approach to solve search problems. That is, in order to solve a search problem, we first

establish a set of variables, each with its domain of values. These variables represent the

“properties” of solutions to the search problem. Then we represent constraints on solutions

of the problem as constraints on values of those variables. Next, we compute value as-

signments to the variables that satisfy all the constraints we just built. Finally, we recover

solutions to the original search problem from the valid value assignments we find.

1



Based on this general approach, researchers have developed several formalisms for

solving search problems. We list some of them here:

1. Linear programming, integer programming, and 0-1 integer programming, rooted in

operations research. In these formalisms, we represent constraints as linear equalities

or inequalities. Depending on whether linear, integer, or 0-1 integer programming is

used, variables have real, integer, or {0, 1} domains.

2. Constraint satisfaction

3. Propositional satisfiability (or SAT)

4. Logic programming with stable-model semantics, rooted in knowledge representa-

tion and non-monotonic reasoning

We focus on logic-based formalisms in this dissertation. In particular, we study the

formalism of logic programming with stable-model semantics.

Gelfond and Lifschitz define stable-model semantics of normal logic programs, a sub-

class of logic programs that have a simple form (we will introduce it in the next chapter)

[59]. Because of its ability to deal with incomplete knowledge through default negation,

normal logic programming with stable-model semantics has become an effective knowl-

edge representation tool. Marek, Truszczyński [101], and Niemelä [109] propose a pro-

gramming paradigm based on normal logic programming with stable-model semantics. In

this programming paradigm, we represent search problems as logic programs and solve

them by computing the stable models of the logic programs. Simons et al. [125] extend

normal logic programming with explicit constructs to model numerical constraints, called

weight constraints, which occur commonly in search problems. With the help of weight

constraints, we can represent many search problems more concisely in this extended for-

malism, compared to their normal logic-programming representation.

To realize this programming paradigm, researchers have developed software including

programming front-ends and computational back-ends. A typical programming front-end

2



uses a high-level language (usually a fragment of first-order logic) that contains predi-

cates, function symbols, variables and their domains. The language often provides direct

constructs called weight constraints to facilitate modeling numerical constraints. Using

this language, we write the high-level logic program to capture the constraints of a search

problem. The constraints defining a search problem are generic to the search problem and

independent of the specific data instance. One of the benefits of writing logic programs

in a high-level language is that we can separate our programs from data 1. That is, the

program, with the help of predicates and domain variables, models the generic constraints

of a search problem. Then the data that correspond to an instance of the search problem are

given as a set of facts represented as predicates over the domain values of variables. We

ground the program and the data using a specially designed program called the grounder.

In a nutshell, the grounder takes the high-level encoding of the problem and replaces the

variables in the encoding by their possible values defined in the input data. After this step,

we get a ground logic program. Then we can use a solver to compute stable models of the

ground logic program. The solver is the actual back-end computing machinery that solves

the search problem. Finally we can recover the solutions to the original search problem

from the stable models.

To summarize, we take the following steps to solve a search problem using this formal-

ism [34, 101, 109]:

1. modeling: We write a logic program Πs in a high-level logic programming language

that captures the generic constraints of the target search problem s. We also construct

the data set Dd that corresponds to an instance d of problem s.

2. grounding: We execute a grounder program with input (Πs, Dd). The grounder gen-

erates a ground program Ps,d, which is a propositional version of the combination of

logic program Πs and the data Dd. We are guaranteed that stable models of Ps,d cor-

respond to solutions to the instance d of the search problem s. The implementation

1This separation may not be complete for the encodings of certain search problems. Nevertheless, using
the high-level language, we can still exploit the concept of a program and the input data to some degree in
those cases.

3



of the grounder is independent of the search problem s or the instance d.

3. solving: We call a solver program with Ps,d as input. The solver computes the stable

models of Ps,d, from which we can recover solutions to the search problem.

The whole procedure to represent and solve a search problem is shown in Figure 1.1.

In this thesis, we focus on the shaded area in the picture.

ground
program

solver

high-level logic
program

search
problem

grounder

stable
models

solution 
recovery
program

solutions

data

instance

Figure 1.1: Logic programming paradigm

One implementation of this logic programming paradigm is SMODELS [114]. The

high-level language in SMODELS allows the use of weight constraints. We denote the

ground programs in SMODELS by lparse-programs. Simons et al. [125] have developed

a solver called smodels for lparse-programs.

4



Lparse-programs have received much attention in the logic programming community.

Several other solvers have emerged in recent years, including cmodels [7] and assat [81].

Another implementation of logic programming with stable-model semantics is DLV

[20, 76]. The high-level language used in DLV provides direct constructs, called aggre-

gates, for modeling numerical constraints. In particular, weight constraints are a class of

aggregates allowed in DLV. Ground programs in DLV are disjunctive logic programs,

which are more general than lparse-programs. In this thesis, we focus on lparse-programs

only 2 and do not discuss disjunctive logic programs.

We now present an example to show how to represent a search problem as an lparse-

program. At this point, the syntax is not important. The idea is to illustrate the declarative

approach we have been discussing so far.

Definition 1. Let G = (V, E) be an undirected graph. A set D ⊆ V of vertices of G is

dominating if for every vertex x ∈ V , either x ∈ D or there exists at least one neighbor y

of x such that y ∈ D. We call such a subset D a dominating set of G.

Problem 1. Given a graph G = (V, E) and an integer k, find a dominating set of G of size

at most k. (The decision problem implied by this problem is NP -complete [58]). 4

Lparse-program. We use the following set of atoms in this encoding: inx for x =

1, . . . , n, where n = |V |. The intended meaning of inx is that vertex x is in the domi-

nating set D. The following lparse-program encodes Problem 1:

1. {in1, . . . , inn}k

This rule ensures that the size of D is at most k.

2. ← not(inx),not(iny1), . . . ,not(inymx
)

for every 1 ≤ x ≤ n and for every neighbor yj of x (there are mx neighbors)

These rules ensure the defining constraint for a dominating set. Symbol not denotes

the default negation, which we introduce in Chapter 2.

2We actually assume a simplified version of lparse-programs where all weights in the weight constraints
are non-negative. We will discuss this matter in more detail later in the thesis.
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We stress again that programmers do not write their lparse-programs directly. All

lparse-programs are constructed by the grounder from their high-level representations.

The elegant semantics and the mature logic programming front-end make SMODELS a

practical programming environment. Therefore it is important to study properties of lparse-

programs. It is also important and challenging to develop efficient solvers that compute

stable models of lparse-programs because computing stable models is the key to apply this

approach in practical applications — we not only want to represent a problem, but also

want to solve the problem.

1.2 Goals of this thesis

To this end, this thesis considers a setting that is more general than lparse-programs: logic

programs that are built of abstract constraint atoms. We assume these abstract constraint

atoms satisfy the monotonicity or the convexity property. Under this setting, our first

sub-goal is to extend properties that have been proved for normal logic programs to this

abstract case. Since the weight constraints in lparse-programs are convex 3, all the abstract

properties are valid in lparse-programs as well.

Our second sub-goal is to use the properties of lparse-programs to develop a new

method to compute stable models of lparse-programs. We want to compute stable models

of lparse-programs better than smodels.

1.3 Related work

Our work is related to propositional satisfiability (or SAT) and pseudoboolean satisfiability

(or PB SAT).

Propositional satisfiability tests whether a propositional logic formula in the conjunctive

normal form (CNF) is satisfiable. This decision problem is a well-known NP -complete

problem when each disjunction in the formula contains at least three literals. One research

direction in the SAT community is to develop efficient algorithms for testing satisfiability

of a propositional logic formula.

3with the assumption that all weights in the weight constraints are non-negative
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Davis et al. [19] first proposed an algorithm (DPLL) based on resolution to compute

models of a formula in CNF. The DPLL algorithm explores an enormous search space.

A naive implementation often has difficulty in solving a CNF formula with as few as 50

propositional atoms. Therefore, early implementations of DPLL algorithm were not suc-

cessful in propositional satisfiability testing.

A performance break-through occurred in the 1990’s. From 1990’s to the present,

researchers have devoted much effort to the development of fast implementations of the

DPLL algorithm. Researchers propose several techniques to improve the performance of

the DPLL algorithm. They includes good heuristics for atom selection [77, 105, 134],

clause learning [105], non-chronological back-tracking [105], and watched literals for

boolean constraint propagation [134]. These techniques, combined with the increased com-

putational power of computers, yield fast implementations that can solve instances having

hundreds or even thousands of atoms and tens of thousands or hundreds of thousands of

clauses.

In 1990’s, Selman et al. [123] proposed a completely different type of algorithms that

also compute models of propositional formulas in CNF. This type of algorithm is known

as stochastic local search (or SLS) algorithms. Unlike DPLL-based algorithms, SLS al-

gorithms are incomplete, meaning that they may not be able to find a model of an input

theory even if there is one. However, their ability to compute models of large satisfiable

theories, which are often beyond the power of DPLL based solvers, makes them attractive.

Current implementations of SLS algorithms are often capable of solving instances that have

hundreds of thousands of variables and millions of clauses.

With these developments, SAT solvers become applicable in many practical applica-

tions such as scheduling and planning, hardware or protocol verification.

A drawback of SAT solvers is that they require an input theory to be in CNF. Con-

straints defining search problems of practical importance often do not have a direct and

compact representation as formulas in CNF and in many cases require large sets of clauses

to be faithfully described. Constraints involving numeric values, typically modeled as lin-

ear inequalities, are such constraints. The large size of CNF theories representing search
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problems limits the effectiveness of SAT solvers.

To circumvent the size explosion problem in representing numerical constraints as

clauses, researchers have studied constraints that are more general than propositional clauses

and are attuned to constraints commonly appearing in applications. Certain integer pro-

gramming constraints, called pseudoboolean (or PB) constraints, have received particular

attention [11, 12, 28, 67]. This research results in several solvers of pseudo-boolean con-

straints [121, 2, 96, 132].

With the great success of SAT solvers, researchers in the logic programming com-

munity have attempted to use SAT solvers to compute stable models of logic programs

[18, 7, 50, 81]. Specifically, they establish theoretical results that transform a normal logic

program into a SAT instance (a propositional logic formula in CNF) so that models of

the SAT instance are precisely the stable models of the original logic program. This work

makes it possible to use off-the-shelf SAT solvers to compute stable models of normal logic

programs. Lparse-programs extend normal logic programs with weight constraints. Fer-

raris and Lifschitz [52] establish a connection between lparse-programs and SAT instances

by compiling away weight constraints in an lparse-program and obtain a normal logic pro-

gram. The compilation involves a set of additional normal-logic program rules and a set of

auxiliary atoms, helping to avoid a size explosion. Nevertheless, the size of the resulting

normal-logic program is still larger than the original lparse-program. Furthermore, the ad-

ditional logic program rules and atoms complicate the logic program. Both factors have a

negative influence on the underlying SAT solvers in terms of the amount of time needed by

those solvers to find satisfying truth assignments.

1.4 Contributions of the thesis

To achieve the goal of building effective computational tools to solve search problems

represented as logic programs, we follow the general idea implemented in cmodels [7] and

assat [81]. Both cmodels and assat convert logic programs into propositional logic theories

and use SAT solvers to compute models of the propositional logic theories. The way by

which they convert logic programs into propositional logic theories guarantees that models
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the SAT solvers compute are precisely the stable models of the original logic programs.

As we have mentioned, assat computes stable models only for normal logic programs.

cmodels accepts lparse-programs as input but has to compile away weight constraints in

lparse-programs, which is not efficient.

One of the major contributions of this thesis is a new method to compute stable models

of arbitrary lparse-programs. The key difference between our work and cmodels and assat

is that we use PB SAT solvers instead of SAT solvers to compute stable models of lparse-

programs.

This work is motivated by the active development of PB SAT solvers and the fact that

the PB constraints used in PB SAT instances and the weight constraints used in lparse-

programs are similar. We show a direct transformation from lparse-programs to PB

SAT instances such that stable models of lparse-programs are precisely models of PB

SAT instances. To establish this correspondence, we first need to establish properties of

lparse-programs. In particular, we extend the theoretical results [81] that help converting

a normal logic program into a SAT instance. We propose an extension to propositional

logic in which PB constraints can appear in a clause. We call this logic PLwa . We use this

logic as the counterpart of propositional logic used in cmodels [7] and assat [81]. Finally,

we convert the resulting theory in logic PLwa into PB SAT instances and apply PB SAT

solvers there.

The contributions of this thesis include:

1. We establish properties for logic programs built of abstract constraint atoms [102].

This is a generalization of lparse-programs when the abstract constraints are mono-

tone. We refer to logic programs built of monotone abstract constraint atoms mac-

programs. We develop a collection of theories regarding the properties of mac-

programs. They include:

(a) strong and uniform equivalence of mac-programs

(b) Fages’ Lemma for mac-programs

(c) completion of mac-programs (for this purpose, we propose an extension to
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propositional logic where formulas are boolean combinations of monotone ab-

stract constraint atoms)

(d) loop formulas of mac-programs

We also propose a syntactical variant of mac-programs where abstract constraints

are convex instead of monotone. The purpose of proposing this variant is that convex

constraints align better with lparse-programs than mac-programs. We show that all

the properties we have proved for mac-programs hold for logic programs built of

convex constraint atoms as well.

2. Weight constraints are convex. Therefore, all properties we proved for logic pro-

grams built of convex constraint atoms project to lparse-programs. Based on these

properties, especially the properties concerned with Fages’ Lemma, completion, and

loop formulas, we design and implement a new method, denoted by pbmodels , to

compute stable models of lparse-programs. This new method uses PB SAT or PLwa

SAT solvers to compute stable models. It differs from cmodels [7] because it does

not compile away weight constraints from lparse-programs.

3. We design and develop the first stochastic local search (SLS for short) algorithms for

arbitrary PLwa-theories. Our algorithms, called wsat(wa), follow the existing work

in the literature [68, 72, 123]. The development of this solver is motivated by the fact

that the completion and loop formulas of lparse-programs are logic PLwa-theories.

We can use wsat(wa) as a back-end solver for pbmodels . However, wsat(wa) is of

interest itself due to the importance of PB -constraints in problem modeling.

4. We perform an extensive experimental study on implementations of the algorithms

we propose in the thesis. We test our solvers, including the new lparse-program

solver — pbmodels , and a family of SLS solvers — wsat(wa) for PLwa-theories. We

compare our implementations to existing solvers in the literature. The experimental

study completes and validates the thesis by showing our algorithms perform better

than other solvers in solving a number of NP -hard search problems.

10



1.5 Organization of the thesis

The thesis is organized as follows: Chapter 2 introduces preliminary definitions for our lat-

ter discussion; Chapter 3 studies properties of lparse-programs and proposes an extension

to propositional logic called logic PLwa . Some of these properties establish the connection

between lparse-programs and logic PLwa theories. Based on the theoretical results in this

chapter, we develop a new solver for lparse-programs with the help of PB SAT solvers;

Chapter 4 proposes a family of SLS algorithms for logic PLwa ; Chapter 5 shows our ex-

perimental results of comparing our work to existing work in the field on several search

problems; finally, Chapter 6 concludes our work and discusses possible future research

directions.

Copyright c© Lengning Liu 2006

11



Chapter 2

Logic programming with stable-model semantics

In this chapter, we introduce basic terminology used throughout this thesis. In particu-

lar, we define logic program and the stable-model semantics of logic programs. These

notions are the basis for this thesis. This chapter is organized as follows: Section 2.1 intro-

duces normal logic programming and Section 2.2 introduces a widely accepted extension

to normal logic programming that represents certain numerical constraints directly. All the

material presented in this chapter was developed by the research community between 1980

and 2002.

2.1 Normal logic programming with stable-model semantics

Logic programming with stable-model semantics is a declarative programming formalism

for knowledge representation and for solving search problems.

Definition 2. A normal logic program rule is an expression r of the form:

a← b1, . . . , bm,not(c1), . . . ,not(cn). (2.1)

where a, bi and cj are all propositional atoms. A normal logic program is a collection of

rules of the form (2.1).

We call a the head of r, and the set {b1, . . . , bm,not(c1), . . . ,not(cn)} the body of r1.

Let I be a set of atoms. The set I can be regarded as a representation of the following

truth assignment:

1. atom a gets value true (or I satisfies a), written I |= a, if a ∈ I;

2. atom a gets value false (or I does not satisfy a), written I 6|= a, if a 6∈ I .

1Sometimes we view the body of a rule as the conjunction of its literals.
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We say that I is a model of (or satisfies) a rule r of the form (2.1), written I |= r, if

a ∈ I whenever bi ∈ I (i = 1, . . . ,m) and cj 6∈ I (j = 1, . . . , n). Next, I is a model of (or

satisfies) a program P , denoted by I |= P , if I is a model of every rule in P .

In the setting of propositional logic, a propositional logic theory can be viewed as a

concise representation of all of its models. For example, a theory consisting of the single

clause {a ∨ b ∨ c} represents seven models that satisfy this clause. In this case, we say the

meaning, or more formally the semantics, of a propositional logic theory is given by the

set of all its models.

In normal logic programming, we often view a normal logic program as a representa-

tion of a subset of its models. Different semantics may adopt different subsets of models.

Stable-model semantics is one of the mostly studied and widely accepted semantics for

normal logic programs.

In stable-model semantics, symbols ← and not are not the same as the material im-

plication→ and the logical negation ¬ in propositional logic. In particular, not is called

negation as failure. Intuitively, not(a) is true if we cannot derive (or prove) a is true.

We first introduce a special class of normal logic programs. A normal logic program

rule (2.1) is Horn if n = 0. A normal logic program is Horn if every rule in it is Horn.

Horn normal logic programs have the following properties.

Let P be a normal logic program and M a set of atoms. We write P (M) to denote the

set of rules in P whose bodies are satisfied by M . Then we have the following proposition.

Proposition 1. Let P be a Horn normal logic program and M1, M2 two sets of atoms. If

M1 ⊆M2, then P (M1) ⊆ P (M2).

Proof. Let r be an arbitrary rule in P (M1). Therefore, M1 satisfies the body of r. Since

M1 ⊆M2 and the body of r does not have not, M2 satisfies the body of r as well. That is,

r ∈ P (M2).

We define a bottom-up computation 〈Xn〉∞n=0 of a Horn normal logic program P as

follows:

1. Let X0 = ∅;
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2. Xn+1 = {a : there exists r ∈ P (Xn) such that a is the head of r}

It is clear that the bottom-up computation of a Horn normal logic program is unique.

The bottom-up computation has the following property.

Proposition 2. Let P be a Horn normal logic program and 〈Xn〉∞n=0 its bottom-up compu-

tation. Then M =
⋃∞

n=0 Xn is a model of P .

Proof. Let r be an arbitrary rule in P . If M does not satisfy the body of r, then M satisfies

r. Therefore, we assume M satisfies the body of r. Since

M =
∞⋃

n=0

Xn

there exists an Xn such that Xn satisfies the body of r. Then by the definition of the bottom-

up computation, Xn+1 contains the head of r. Therefore M |= r as well. It follows that M

is a model of P .

Theorem 1. Every Horn normal logic program P has a least model.

Proof. We show that the union of all Xn’s in the bottom-up computation of P is the least

model. Let 〈Xn〉∞n=0 be the bottom-up computation of P and M =
⋃∞

n=0 Xn. By Proposi-

tion 2, M is a model of P . To show it is the least model of P , it is sufficient to show that,

for an arbitrary model M ′ of P , M ⊆M ′.

Assume it is not the case. That is, there exists a model M ′ of P such that M 6⊆ M ′.

Let X = M \ M ′. Since M =
⋃∞

n=0 Xn, for every a ∈ X , there exists Xn for some

n = 0, 1, . . . , infty such that a ∈ Xn. Let a0 be the atoms in X such that its corresponding

Xm has the smallest index in the sequence 〈Xn〉∞n=0.

That is, for every i = 0, 1, . . . ,m− 1, Xi ⊆ M and Xi ⊆ M ′. Furthermore, Xm ⊆ M

and Xm 6⊆M ′.

Therefore, there exists a rule r ∈ P such that r ∈ P (Xm−1) and a is the head of r.

Since Xm−1 ⊆M ′ and P is Horn, r ∈ P (M ′) as well. Since M ′ is a model of P , M ′ |= a.

It contradicts the assumption that a 6∈M ′. Therefore, the theorem follows.
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We denote this least model of P by lm(P ).

Next, we consider the case of arbitrary normal logic programs. Gelfond and Lifschitz

[59] introduced the notion of a reduct, which is the key to the definition of a stable model

of an arbitrary normal logic program.

Definition 3. Let P be a normal logic program and M a set of atoms. The reduct of P

with respect to M , denoted by PM , is a normal logic program obtained by:

1. removing from P all rules (2.1) such that ci ∈M for some i = 1, . . . , n; and

2. removing from the remaining rules all not(ci)’s, i = 1, . . . , n.

Clearly the reduct of any normal logic program P with respect to M is Horn. Therefore

there exists a least model lm(PM) of the reduct.

Definition 4. Let P be a normal logic program. The set M of atoms is a stable model of

P if M = lm(PM).

The following theorem shows that the definition of stable models is valid.

Theorem 2. Let P be a normal logic program. Then stable models of P are models of P .

Proof. Let M be a stable model of P . Then M = lm(PM). Let r be an arbitrary rule of

the form 2.1 in P . There are two cases:

1. The body of r contains some ci such that ci ∈M . Then it is clear M |= r.

2. Every ci in the body of r does not belong to M . Then r′ = a ← b1, . . . , bm (the

rule got from r by removing all not(ci)’s) belongs to PM . Since M = lm(PM),

M |= PM . Since r′ ∈ PM , M |= r′. It follows that M |= r.

Since r is arbitrary, M |= P .

We note, however, the converse implication of this theorem does not hold. Here is an

example:
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Example 3. Let P be the normal logic program consisting of the following rule:

p← p.

Clearly both ∅ and {p} are models of P . However, the only stable model of P is ∅. We can

verify that the reduct P {p} = P . The least model of the reduct is ∅ 6= {p}. 4

For Horn programs, the least model coincides with the unique stable model.

Theorem 4. Let P be a Horn normal logic program. Then lm(P ) is the only stable model

of P .

Proof. If P is a Horn normal logic program, then P = PM for any M since the rules in P

do not contain not. Then M is a stable model of P if and only M = lm(PM) = lm(P ).

Since the least model is unique, it is the only stable model of P .

We now give an example of stable models of a normal logic program.

Example 5. Let P = {a ← not(b). b ← not(a).}. Let M1 = {a}. We can verify that

PM1 = {a← .}. Therefore, M1 is a stable model of P since the least model of PM1 is M1.

We also observe that M1 is a model of P . On the other hand, M2 = {a, b} is not a stable

model of P (note that PM2 = {}), even though it is a model of P . 4

Finally we note that, if a normal logic program P contains a rule r of the form:

f ← b1, . . . , bm,not(c1), . . . ,not(cn),not(f) (2.2)

where f is an atom that does not appear anywhere else in P , then if M is a stable model of

P , M cannot satisfy b1, . . . , bm,not(c1), . . . ,not(cn). Assume it is not the case. That is

M is a stable model of P such that bi ∈M for i = 1, . . . ,m, and cj 6∈M for j = 1, . . . , n.

If f ∈ M , then f ← b1, . . . , bm 6∈ PM . Then f cannot belong to the least model of the

reduct since f does not appear anywhere else in P . This result contradicts the fact that

M = lm(PM). If f 6∈ M , then since cj 6∈ M for j = 1, . . . , n, f ← b1, . . . , bm ∈ PM .

Since M = lm(PM) and M |= b1, . . . , bm, f ∈ lm(PM). However, f 6∈ M . It is also a

contradiction. Therefore, no stable model of P satisfies b1, . . . , bm,not(c1), . . . ,not(cn).
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We write rules of the form (2.2) as

← b1, . . . , bm,not(c1), . . . ,not(cn)

and call them constraint rules.

Example 6. Let us continue with Example 5. Let

P ′ = P ∪ {← a}.

Then P ′ has only one stable model now: {b}. Indeed, P has two stable models {a} and

{b}. Since {a} satisfies the body of the constraint rule in P ′, {a} cannot be a stable model

of P ′. The other stable model of P does not satisfy the body of the constraint rule in P ′.

Therefore, it is the only stable model of P ′. 4

2.2 Stable logic programming extended with weight atoms (lparse-
programs)

Normal logic programming allows only propositional atoms in rules. To capture constraints

in problems that involve numerical values, several normal logic program rules are often

needed, and constructing them is not straightforward. To facilitate modeling and, later,

solving problems that involve such constraints, Simons et al. [125] introduced and studied

an extension of normal logic programming with weight atoms. We call logic programs in

the extended syntax lparse-programs 2.

Definition 5. A weight atom (w-atom, for short) is an expression W of the form lXu,

where X is a set of weighted propositional atoms of the form [a1 = w1, . . . , ak = wk], and

l, u and wi’s are non-negative integers.

We call the set {a1, . . . , ak} of atoms the domain of the w-atom, denoted by Dom(W ).

Integer wi is the weight of the atom ai in this weight atom. We call l and u the lower bound

and the upper bound of W respectively. Intuitively, a w-atom represents the constraint that

the sum of wi’s (or weights) where ai’s are true should be between l and u. Bounds l or
2The name comes from the lparse grounder program in SMODELS [125].
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u may be missing, which means we do not constrain the sum of weights from below or

above, respectively.

A w-atom lXu is called a cardinality atom (c-atom, for short) if all wi’s in X are

1. We write a c-atom as l[a1, . . . , ak]u by omitting all the weights 3. We observe that we

can represent a propositional atom a by the c-atom 1[a] and a proposition literal ¬a by

the c-atom [a]0, so weight atoms generalize cardinality atoms, which in turn generalize

propositional literals.

A truth assignment I satisfies a w-atom l[a1 = w1, . . . , ak = wk]u if

l ≤
∑
{wi : I |= ai} ≤ u.

We call a w-atom tautological if it is satisfied by every truth assignment. In particular, if

both bounds of a w-atom are missing, then it is tautological. We call a w-atom contradic-

tory if no truth assignment satisfies it.

Next, we give the definitions of lparse-rules and lparse-programs.

Definition 6. An lparse-rule (called a weight constraint rule in Simons et al. [125]) r is

an expression of the following form:

A← A1, . . . , An (2.3)

where A, A1, . . . , An are w-atoms.

The negation as failure operator not in normal logic programming is hidden in the

upper bound constraints of w-atoms. For example, the c-atom [a]0 represents not(a). We

will discuss this matter in more detail in Chapter 3.

We call A the head of r, denoted by hd(r), and the set {A1, . . . , An} the body of r,

denoted by bd(r). We use hset(r) to denote the set of atoms that occur in the head of r. An

lparse-program P is a collection of rules of form (2.3). We denote by At(P ) the set of

propositional atoms in program P . In the rule, commas “,” can be viewed as conjunctions.

Similar to the normal logic programming case, an interpretation I satisfies a rule of form
3For uniformity, we do not use the syntax specified in SMODELS, where c-atoms are written as

l{a1, . . . , ak}u.
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(2.3) if it satisfies A whenever it satisfies A1, . . . , An. If the head A is missing, the rule

becomes a constraint rule, which is satisfied by I if and only if I does not satisfy some

Ai, 1 ≤ i ≤ n, in the body.

We give an example of an lparse-program:

Example 7.

P = {2[a = 2, b = 3]3← [a, b]2}

The program P contains one rule. The head of the rule is a w-atom 2[a = 2, b = 3]3. The

body of the rule is a c-atom [a, b]2. 4

We now define the stable models of lparse-programs. The following definitions come

from Simons et al. [125].

Definition 7. A rule of the form (2.3) is a definite Horn rule if the domain of A has the

form 1[a] and all Ai’s in the body do not have upper bounds. A definite Horn program is

a logic program in which every rule is a definite Horn rule.

In a definite Horn program P , there is always a unique smallest model, denoted by

lm(P ) [125]. The existence of the unique smallest model is implied by the fact that rules

in a definite Horn constraint program are monotone. By monotone we mean that if the

body of a rule is satisfied by I , then it is also satisfied by any superset of I . Therefore, we

can define a consistent bottom-up computation of a definite Horn program P as we did for

a Horn normal logic program. Then the union of all Xn’s in this bottom-up computation

forms the unique smallest model of P as well.

Now let us take an arbitrary lparse-program P . We first define the reduct of P with

respect to a set of atoms M , denoted by PM .

Definition 8. Let P be an lparse-program and M a set of atoms. The reduct of P with

respect to M , PM , is defined by

1. removing from P all constraint rules;

2. removing from P all rules whose bodies contain a w-atom Ai such that the upper

bound constraint of Ai is not satisfied by M ;
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3. for each remaining rule r whose head is lXu (l or u may be missing), replacing it

with the following set of rules: 1[p]← bd(r), where p ∈ hset(r) ∩M

4. for each rule r we get after the previous step, for every w-atom lXu in the body of

r, replacing it with a new w-atom lX ′, where X ′ = [ai = wi : ai = wi ∈ X and

M |= ai].

Example 8. We continue with Example 7. Let

P = {2[a = 2, b = 3]3← [a, b]2}

Let M = {a}. The program P contains one rule. The rule is not a constraint rule. More-

over, the upper bound constraint of the body w-atom is not violated by M . Therefore, the

reduct of P w.r.t. M is the following definite Horn program:

PM = {1[a]← [a]}.

Let M ′ = {a, b}. Then

PM ′
= {1[a]← [a, b] 1[b]← [a, b]}

4

It is clear that the reduct of an lparse-program with respect to a set of atoms is always

a definite Horn program. Therefore, there exists a unique smallest model in the reduct.

If this model coincides with the original set of atoms, and the original set of atoms is a

model of the program, then it is called a stable model of the program. Formally we have

the following definition.

Definition 9. Let P be an lparse-program and M a set of atoms. Then M is a stable model

of P if 1) M |= P ; and 2) M = lm(PM).

Example 9. Let us take the lparse-program P in Example 7 and M = {a}. The reduct

PM is given in Example 8. Since the c-atom [a] in the body is satisfied by the empty set ∅,

the smallest model of the reduct is {a}. Therefore, M is a stable model of P . Similarly we

can verify that {b} and {a, b} are both stable models of P .
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If we change the c-atom [a, b]2 in P to [a, b]1, then {a, b} is no longer a stable model of

the resulting program P ′. The reason is {a, b} does not satisfy the upper bound constraint of

the c-atom [a, b]1. Therefore, the reduct becomes an empty program, in which the smallest

model is the empty set ∅. Since {a, b} 6= ∅, {a, b} is not a stable model of P ′. 4

In Chapter 3, we present a different but equivalent definition for stable models of an

lparse-program.

Finally, we note that the syntax of programs, in particular the syntax of weight atoms,

introduced by Simons et al. [125] is more general. It allows both atoms and negated atoms

to appear within weight atoms, as well as negative weights (we call such weight atoms sw-

atoms). As Simons et al. [125] showed, negated atoms and negative weights are closely

related. In particular, one can use negated atoms to represent negative weights in a w-

atom. Then, by introducing new propositional variables, one can also remove occurrences

of negated atoms while preserving stable models (modulo newly introduced variables, of

course).

Copyright c© Lengning Liu 2006
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Chapter 3

Lparse-programs, stable models, and their properties

In this chapter, we study properties of lparse-programs. We pursue it in a more general set-

ting of programs with abstract constraints. In this setting, abstract constraints play the role

of w-atoms in lparse-programs. To be precise, we focus on a special class of constraints

called monotone abstract constraints. We refer to these logic programs as mac-programs.

This class of logic programs was proposed by Marek et al. [97, 102]. We also introduce

a related class of programs with convex abstract constraints. Both formalisms allow con-

straints to appear in the heads of program rules, which sets them apart from other recent

proposals for integrating constraints into logic programs [26, 21, 49, 117, 118] and makes

them suitable as an abstract basis for formalisms such as lparse-programs.

Under this abstract setting, we generalize several results from normal logic program-

ming to programs with monotone constraints. We also discuss how these techniques and

results can be extended further to the setting of programs with convex constraints.

We show that the notions of uniform and strong equivalence of programs [47, 80, 79,

129] extend to programs with monotone constraints, and that their characterizations [47,

129] generalize, too.

We adapt the notion to programs with monotone constraints of a tight program [48]

and generalize Fages Lemma [50].

We introduce extensions of propositional logic with monotone constraints. We define

the completion of a monotone-constraint program with respect to this logic, and generalize

the notion of a loop formula. We then prove the loop-formula characterization of sta-

ble models of programs with monotone constraints, extending to the setting of monotone-

constraint programs results obtained for normal logic programs by Clark [18] and Lin and

Zhao [81].

Programs with monotone constraints make explicit references to the default negation

operator. We show that a more general class of constraints, called convex, can eliminate
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default negation from the language. We argue that all results extend to programs with

convex constraints.

Finally we show that programs with monotone and convex constraints have a rich the-

ory that closely follows that of normal logic programming. It implies that programs with

monotone and convex constraints form an abstract generalization of extensions of normal

logic programs. In particular, all results we obtain in the abstract setting of programs with

monotone and convex constraints specialize to lparse-programs and, in most cases, yield

results that are new.

These results have practical implications. The properties of the program completion

and loop formulas, when specialized to the class of lparse-programs, yield a method to

compute stable models of lparse-programs by means of pseudoboolean satisfiability (or

PB SAT) solvers [1, 45, 82, 96, 132]. This method follows the path explored by cmod-

els [7] and assat [81]. The difference between those two methods and our approach is

that those two methods rely on SAT solvers to compute stable models. Assat only accepts

normal logic programs as the input, so no w-atoms occur in programs. Cmodels accepts,

theoretically, the full version of lparse-programs. However, in practice, it only works when

all w-atoms in input programs are c-atoms. Moreover, since cmodels relies on compiling

away w-atoms in the lparse-program (that is, converting an lparse-program into an equiv-

alent normal logic program), the extra overhead caused by the compilation greatly affects

the effectiveness of the underlying SAT solvers in some cases.

This chapter is organized as follows: in Section 3.1, we introduce mac-programs, the

abstraction of lparse-programs, and basic concepts such as stable models of mac-programs;

in Section 3.2 we prove the equivalence results for mac-programs; in Section 3.3 we extend

Fages’ Lemma to mac programs. Then we introduce completion and loop formulas of mac

programs; in Section 3.4 we introduce a syntactical variant of monotone abstract constraints

called convex constraints. Convex constraints align better to w-atoms and do not use

explicit default negations. We show that all results we proved for mac-programs are also

valid in convex constraint programs; finally in Section 3.5, we describe the algorithm

of pbmodels , a new method that computes stable models oflparse-programs via PB SAT
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solvers.

Our work in this chapter has been published in [86, 85].

3.1 Mac programs — a generalization of logic programs with weight
constraints

The definitions and results we present in this section come from the work by Marek and

Truszczyński [102]. Some of them here are more general than their work because we allow

constraints with infinite domains and programs with inconsistent constraints in the heads.

Definition 10. A constraint is an expression A = (X, C), where X ⊆ At and C ⊆ P(X)

(P(X) denotes the powerset of X).

We call the set X the domain of the constraint A = (X, C) and denote it by Dom(A).

Informally speaking, a constraint (X, C) describes a property of subsets of its domain, with

C consisting precisely of these subsets of X that satisfy the constraint (have property) C.

As we have mentioned in Chapter 2, we identify truth assignments (interpretations)

with the sets of atoms they assign the truth value true. That is, given an interpretation

M ⊆ At , we have M |= a if and only if a ∈ M . We say that an interpretation M ⊆ At

satisfies a constraint A = (X, C) (M |= A), if M ∩X ∈ C. Otherwise, M does not satisfy

A, (M 6|= A).

A constraint A = (X, C) is consistent if there exists M such that M |= A. Clearly, a

constraint A = (X, C) is consistent if and only if C 6= ∅.

We note that propositional atoms can be regarded as constraints. Let a ∈ At and

M ⊆ At . We define C(a) = ({a}, {{a}}). It is evident that M |= C(a) if and only if

M |= a. Therefore, in the thesis we often write a as a shorthand for the constraint C(a). In

fact, constraints also generalize weight atoms as well. For example, a weight atom W =

l[a1 = w1, . . . , ak = wk]u is the constraint of the form (Y, Z), where Y = {a1, . . . , ak}

and Z contains all subsets M of Y such that M satisfies W .

Constraints are building blocks of rules and programs. The following definition follows

that in Marek and Truszczyński [102]
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Definition 11. A constraint rule is an expression of the following form:

A← A1, . . . , Ak,not(Ak+1), . . . ,not(Am) (3.1)

where A, A1, . . . , An are constraints and not is the default negation operator. A con-

straint programs are sets of constraint rules.

In the context of constraint programs, we refer to constraints and negated constraints as

literals. Given a rule r of the form (3.1), the constraint (literal) A is the head of r and the

set {A1, . . . , Ak, . . . ,not(Ak+1), . . . ,not(Am)} of literals is the body of r1. We denote

the head and the body of r by hd(r) and bd(r), respectively. We define the the headset of

r, written hset(r), as the domain of the head of r. That is, hset(r) = Dom(hd(r)).

For a constraint program P , we denote by At(P ) the set of atoms that appear in the

domains of constraints in P . We define the headset of P , written hset(P ), as the union of

the headsets of all rules in P .

The concept of satisfiability extends in a standard way to literals not(A) (M |= not(A)

if M 6|= A), to sets (conjunctions) of literals and, finally, to constraint programs.

Definition 12. Let M ⊆ At be an interpretation. A rule (3.1) is M-applicable if M satisfies

every literal in bd(r). We denote by P (M) the set of all M -applicable rules in P .

Supportedness is a property of models. Intuitively, every atom a in a supported model

must have “reasons” for being “in”. Such reasons are M -applicable rules whose heads

contain a in their domains. Formally, we have the following definition.

Definition 13. Let P be a constraint program. A model M of P is supported if M ⊆

hset(P (M)).

Definition 14. Let P be a constraint program and M a set of atoms. A set M ′ is non-

deterministically one-step provable from M by means of P , if M ′ ⊆ hset(P (M)) and

M ′ |= hd(r), for every rule r in P (M).

1As before, sometimes we view the body of a rule as the conjunction of its literals.
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The nondeterministic one-step provability operator T nd
P for a program P is an oper-

ator on P(At) such that for every M ⊆ At , T nd
P (M) consists of all sets that are nondeter-

ministically one-step provable from M by means of P .

The operator T nd
P is nondeterministic as it assigns to each M ⊆ At a family of subsets

of At , each being a possible outcome of applying P to M . In general, T nd
P is partial, since

there may be sets M such that T nd
P (M) = ∅ (no set can be derived from M by means of P ).

For instance, if P (M) contains a rule r such that hd(r) is inconsistent, then T nd
P (M) = ∅.

Now we introduce a special type of constraints.

Definition 15. A constraint (X, C) is monotone if C is closed under superset, that is, for

every W, Y ⊆ X , if W ∈ C and W ⊆ Y then Y ∈ C.

W-atoms are examples of monotone constraints. For instance, the w-atom W = l[a1 =

w1, . . . , ak = wk] is monotone. Indeed, let M be a model of W . That means l ≤
∑

ai∈M wi.

Now we take an arbitrary N ⊇ M . If ai ∈ M , then ai ∈ N as well. Since all wi’s are

non-negative,
∑

ai∈M wi ≤
∑

ai∈N wi. Therefore, l ≤
∑

ai∈N wi. That is, N |= W as well.

We call constraint programs built of monotone constraints monotone-constraint pro-

grams or programs with monotone constraints. That is, monotone-constraint programs

consist of rules of the form

A← A1, . . . , Ak,not(Ak+1), . . . ,not(Am) (3.2)

where A, A1, . . . , Am are monotone constraints. If constraint A is inconsistent, we simplify

the rule to the following one:

← A1, . . . , Ak,not(Ak+1), . . . ,not(Am)

From now on, unless explicitly stated otherwise, programs we consider are monotone-

constraint programs.

3.1.1 Horn programs and bottom-up computations

Since we allow constraints with infinite domains and inconsistent constraints in heads

of rules, the results given in this subsection are more general than their counterparts in the

literature [97, 102]. Thus, for the sake of completeness, we present them with proofs.
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A rule (3.2) is Horn if k = m (no occurrences of the negation operator in the body or,

equivalently, only monotone constraints). A constraint program is Horn if every rule in the

program is Horn.

With a Horn constraint program we associate bottom-up computations, generalizing

the corresponding notion of a bottom-up computation for a normal Horn program.

Definition 16. Let P be a Horn program. A P-computation is a (transfinite) sequence

〈Xα〉 such that

1. X0 = ∅,

2. for every ordinal number α, Xα ⊆ Xα+1 and Xα+1 ∈ T nd
P (Xα),

3. for every limit ordinal α, Xα =
⋃

β<α Xβ .

Let t = 〈Xα〉 be a P -computation. Since for every β < β′, Xβ ⊆ Xβ′ ⊆ At , there is

a least ordinal number αt such that Xαt = Xβ for all αt < β. In other words, there exists

a least ordinal when the P -computation stabilizes. Indeed, if the P -computation never

stabilizes, then the cardinality of Xα grows monotonically as α grows. Since P is fixed,

therefore, At(P ) is fixed. Hence |Xα| ≤ |At(P )| for all ordinal α. There is contradiction.

We refer to αt as the length of the P -computation t.

Here is a simple example showing that some programs have computations of length

exceeding ω and so transfinite induction in the definition cannot be avoided.

Example 10. Let P be the program consisting of the following rules:

({a0}, {{a0}})← .

({ai}, {{ai}})← (Xi−1, {Xi−1}), for i = 1, 2, . . .

({a}, {{a}})← (X∞, {X∞}),

where Xi = {a0, . . . ai}, 0 ≤ i, and X∞ = {a0, a1, . . .}. Since the body of the last

rule contains a constraint with an infinite domain X∞, it does not become applicable in

any finite step of computation. However, it does become applicable in the step ω and so

a ∈ Xω+1. Consequently, Xω+1 6= Xω. 4
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For a P -computation t = 〈Xα〉, we call
⋃

α Xα the result of the computation and

denote it by Rt. Directly from the definitions, it follows that Rt = Xαt .

Proposition 3. Let P be a Horn constraint program and t a P -computation. Then Rt is a

supported model of P .

Proof. Let M = Rt be the result of a P -computation t = 〈Xα〉. We need to show that: (1)

M is a model of P ; and (2) M ⊆ hset(P (M)).

(1) Let us consider a rule r ∈ P such that M |= bd(r). Since M = Rt = Xαt (where αt is

the length of t), Xαt |= bd(r). Thus, Xαt+1 |= hd(r). Since M = Xαt+1, M is a model of

r and, consequently, of P , as well.

(2) We prove by induction that, for every set Xα in the computation t, Xα ⊆ hset(P (M)).

The base case holds since X0 = ∅ ⊆ hset(P (M)).

If α = β + 1, then Xα ∈ T nd
P (Xβ). It follows that Xα ⊆ hset(P (Xβ)). Since

P is a Horn program and Xβ ⊆ M , hset(P (Xβ)) ⊆ hset(P (M)). Therefore, Xα ⊆

hset(P (M)).

If α is a limit ordinal, then Xα =
⋃

β<α Xβ . By the induction hypothesis, for every β <

α, Xβ ⊆ hset(P (M)). Thus, Xα ⊆ hset(P (M)). By induction, M ⊆ hset(P (M)).

We use computations to define derivable models of Horn constraint programs.

Definition 17. A set M of atoms is a derivable model of a Horn constraint program P if

for some P -computation t, we have M = Rt.

By Proposition 3, derivable models of P are supported models of P and, therefore, also

models of P .

Since inconsistent monotone constraints may appear in the heads of Horn rules, there

are Horn programs P and sets X ⊆ At , such that T nd
P (X) = ∅. Thus, some Horn constraint

programs have no computations and no derivable models. However, if a Horn constraint

program has models, the existence of computations and derivable models is guaranteed.

To see this, let M be a model of a Horn constraint program P . We define a canonical

computation tP,M = 〈XP,M
α 〉 by specifying the choice of the next set in the computation
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in part (2) of Definition 16. Namely, for every ordinal β, we set

XP,M
β+1 = hset(P (XP,M

β )) ∩M.

That is, we include in XP,M
α all those atoms occurring in the heads of XP,M

β -applicable rules

that belong to M . We denote the result of tP,M by Can(P, M). Canonical computations

are indeed P -computations.

Here is an example of the canonical computation:

Example 11. Let P be the following Horn program:

({a, b}, {{a}, {b}, {a, b}})←

We can verify that M = {a} is a model of P . Moreover, the canonical computation tP,M =

〈XP,M
α 〉, where X0 = ∅, Xα = {a} for α > 1. 4

Proposition 4. Let P be a Horn constraint program. If M ⊆ At is a model of P , the

sequence tP,M is a P -computation.

Proof. As P and M are fixed, to simplify the notation in the proof we write Xα instead of

XP,M
α .

To prove the assertion, it suffices to show that for every ordinal α, (1) hset(P (Xα)) ∩

M ∈ T nd
P (Xα), and (2) Xα ⊆ hset(P (Xα)) ∩M

(1) Let X ⊆ M and r ∈ P (X). Since all constraints in bd(r) are monotone, and X |=

bd(r), M |= bd(r), as well. From the fact that M is a model of P it follows now that

M |= hd(r). Consequently, M ∩ hset(P (X)) |= hd(r) for every r ∈ P (X). Since

M ∩ hset(P (X)) ⊆ hset(P (X)),

M ∩ hset(P (X)) ∈ T nd
P (X).

Directly from the definition of the canonical computation for P and M we obtain that for

every ordinal α, Xα ⊆M . Thus, (1), follows.

(2) We proceed by induction. The basis is evident as X0 = ∅. Let us consider an ordinal

α > 0 and let us assume that (2) holds for every ordinal β < α. If α = β + 1, then
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Xα = Xβ+1 = hset(P (Xβ)) ∩M . Thus, by the induction hypothesis, Xβ ⊆ Xα. Since P

is a Horn constraint program, it follows that P (Xβ) ⊆ P (Xα). Thus

Xα = Xβ+1 = hset(P (Xβ)) ∩M ⊆ hset(P (Xα)) ∩M.

If α is a limit ordinal then for every β < α, Xβ ⊆ Xα and, as before, also P (Xβ) ⊆ P (Xα).

Thus, by the induction hypothesis for every β < α,

Xβ ⊆ hset(P (Xβ)) ∩M ⊆ hset(P (Xα)) ∩M,

which implies that

Xα =
⋃
β<α

Xβ ⊆ hset(P (Xα)) ∩M.

Canonical computations have the following fixpoint property.

Proposition 5. Let P be a Horn constraint program. For every model M of P , we have

hset(P (Can(P, M))) ∩M = Can(P, M).

Proof. Let α be the length of the canonical computation tP,M . Then, XP,M
α+1 = XP,M

α =

Can(P, M). Since Xα+1 = hset(Xα) ∩M , the assertion follows.

We now gather properties of derivable models that extend properties of the least model

of normal Horn logic programs.

Proposition 6. Let P be a Horn constraint program. Then:

1. For every model M of P , Can(P, M) is a greatest derivable model of P contained

in M

2. A model M of P is a derivable model if and only if M = Can(P, M)

3. If M is a minimal model of P then M is a derivable model of P .
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Proof. (1) Let M ′ be a derivable model of P such that M ′ ⊆ M . Let T = 〈Xα〉 be a

P -derivation such that M ′ = Rt. We want to prove that for every ordinal α, Xα ⊆ XP,M
α .

We proceed by transfinite induction. Since X0 = XP,M
0 = ∅, the basis for the induction

is evident. Let us consider an ordinal α > 0 and assume that for every ordinal β < α,

Xβ ⊆ XP,M
β .

If α = β + 1, then Xα ∈ T nd
P (Xβ) and so Xα ⊆ hset(P (Xβ)). By the induction

hypothesis and by the monotonicity of the constraints in the bodies of rules in P , Xα ⊆

hset(P (XP,M
β )). Thus, since Xα ⊆ Rt = M ′ ⊆M ,

Xα ⊆ hset(P (XP,M
β )) ∩M = XP,M

β+1 = XP,M
α .

The case when α is a limit ordinal is straightforward as Xα =
⋃

β<α Xβ and XP,M
α =⋃

β<α XP,M
β .

(2) (⇐) If M = Can(P, M), then M is the result of the canonical P -derivation for P and

M . In particular, M is a derivable model of P .

(⇒) if M is a derivable model of P , then M is also a model of P . From (1) it follows

that Can(P, M) is the greatest derivable model of P contained in M . Since M itself is

derivable, M = Can(P, M).

(3) From (1) it follows that Can(P, M) is a derivable model of P and that Can(P, M) ⊆

M . Since M is a minimal model, Can(P, M) = M and, by (2), M is a derivable model of

P .

3.1.2 Stable models

In this section, we recall and adapt the definition of stable models proposed in by Marek

et al. [97, 102] to our monotone-constraint programs. Let P be a monotone-constraint

program and M a subset of At(P ). The reduct of P , denoted by PM , is a program obtained

from P by:

1. removing from P all rules whose body contains a literal not(B) such that M |= B;

2. removing literals not(B) for the bodies of the remaining rules.
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The reduct of a monotone-constraint program is Horn since it contains no occurrences

of default negation. Therefore, the following definition is sound.

Definition 18. Let P be a monotone-constraint program. A set of atoms M is a stable

model of P if M is a derivable model of PM . We denote the set of stable models of P by

St(P ).

The definitions of the reduct and stable models follow and generalize those proposed for

normal logic programs, since in the setting of Horn constraint programs, derivable models

play the role of a least model.

As in normal logic programming and its standard extensions, stable models of monotone-

constraint programs are supported models and, consequently, models.

Proposition 7. Let P be a monotone-constraint program. If M ⊆ At(P ) is a stable model

of P , then M is a supported model of P .

Proof. Let M be a stable model of P . Then, M is a derivable model of PM and, by

Proposition 3, M is a supported model of PM . It follows that M is a model of PM . Then

directly from the definition of the reduct it follows that M is a model of P .

It also follows that M ⊆ hset(PM(M)). For every rule r in PM(M), there is a rule

r′ in P (M), which has the same head and the same non-negated literals in the body as r.

Thus, hset(PM(M)) ⊆ hset(P (M)) and, consequently, M ⊆ hset(P (M)). It follows

that M is a supported model of P .

If a normal logic program is Horn then its least model is its (only) stable model. Here

we have an analogous situation.

Proposition 8. Let P be a Horn monotone-constraint program. Then M ⊆ At(P ) is a

derivable model of P if and only if M is a stable model of P .

Proof. For every set M of atoms P = PM . Thus, M is a derivable model of P if and only

if it is a derivable model of PM or, equivalently, a stable model of P .

In the following sections, we show that several fundamental results concerning normal

logic programs extend to the class of monotone-constraint programs.
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3.2 Equivalence of mac programs

Program equivalence [47, 80, 79, 129] is an important concept due to its potential uses in

program rewriting and optimization. Turner [129] presents an elegant characterization of

strong equivalence of lparse-programs. Eiter and Fink [47] describe a similar characteriza-

tion of uniform equivalence of normal and disjunctive logic programs. We show that both

characterizations can be adapted to the case of monotone-constraint programs.

3.2.1 M-maximal models

A key role in our approach is played by models of Horn constraint programs satisfying a

certain maximality condition.

Definition 19. Let P be a Horn constraint program and let M be its model. A set N ⊆M

such that N is a model of P and M ∩ hset(P (N)) ⊆ N is an M-maximal model of P ,

written N |=M P .

Intuitively, N is an M -maximal model of P if N satisfies each rule r ∈ P (N) “max-

imally” with respect to M . That is, for every r ∈ P (N), N contains all atoms in M that

belong to hset(r) — the domain of the head of r.

Example 12. To illustrate this notion, let us consider a Horn constraint program P con-

sisting of a single rule:

1{p, q, r} ← 1{s, t}.

Let M = {p, q, s, t} and N = {p, q, s}. One can verify that both M and N are models of

P . Moreover, since the only rule in P is N -applicable, and M ∩ {p, q, r} ⊆ N , N is an

M -maximal model of P . On the other hand, N ′ = {p, s} is not M -maximal even though

N ′ is a model of P and it is contained in M . 4

There are several similarities between properties of models of normal Horn programs

and M -maximal models of Horn constraint programs. We state and prove here one of them

that turns out to be especially relevant to our study of strong and uniform equivalence.
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Proposition 9. Let P be a Horn constraint program and let M be a model of P . Then M

is an M -maximal model of P and Can(P, M) is the least M -maximal model of P .

Proof. The first claim follows directly from the definition. To prove the second one, we

simplify the notation: we write N for Can(P, M) and Xα for XP,M
α .

Let N ′ be any M -maximal model of P . We now show by transfinite induction that

N ⊆ N ′. Since X0 = ∅, the basis for the induction holds. Let us consider an ordinal α > 0

and let us assume that Xβ ⊆ N ′, for every β < α.

Let us assume that α = β + 1 for some β < α. Then, since Xβ ⊆ N ′ and P is a Horn

constraint program, we have P (Xβ) ⊆ P (N ′). Consequently,

Xα = Xβ+1 = hset(P (Xβ)) ∩M ⊆ hset(P (N ′)) ∩M ⊆ N ′,

the last inclusion follows from the fact thatN ′ is an M -maximal model of P .

If α is a limit ordinal, then Xα =
⋃

β<α Xβ and the inclusion Xα ⊆ N ′ follows directly

from the induction hypothesis.

To complete the proof, it is now enough to show that N is an M -maximal model of P .

Clearly, N ⊆ M . Moreover, by Proposition 5, hset(P (N)) ∩M = N . Thus, N is indeed

an M -maximal model of P .

3.2.2 Strong equivalence and SE-models

Monotone-constraint programs P and Q are strongly equivalent, denoted by P ≡s Q, if

for every monotone-constraint program R, P ∪ R and Q ∪ R have the same set of stable

models.

To study the strong equivalence of monotone-constraint programs, we generalize the

concept of an SE-model from Turner [129].

Definition 20. Let P be a monotone-constraint program and let X, Y be sets of atoms. We

say that (X, Y ) is an SE-model of P if the following conditions hold: (1) X ⊆ Y ; (2)

Y |= P ; and (3) X |=Y P Y (that is, X is Y -maximal). We denote by SE(P ) the set of all

SE-models of P .
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SE-models yield a simple characterization of strong equivalence of monotone-constraint

programs. To state and prove this characterization, we need several auxiliary results.

Lemma 3.2.1. Let P be a monotone-constraint program and let M be a model of P . Then

(M, M) and (Can(PM , M), M) are both SE-models of P .

Proof. The requirements (1) and (2) of an SE-model hold for (M, M). Furthermore, since

M is a model of P , M |= PM . Finally, we also have hset(P (M)) ∩ M ⊆ M . Thus,

M |=M PM .

Similarly, the definition of a canonical computation and Proposition 3, imply the first

two requirements of the definition of SE-models for (Can(PM , M), M). The third require-

ment follows from Proposition 9.

Lemma 3.2.2. Let P and Q be two monotone-constraint programs such that SE(P ) =

SE(Q). Then St(P ) = St(Q).

Proof. If M ∈ St(P ), then M is a model of P and, by Lemma 3.2.1, (M, M) ∈ SE(P ).

Hence, (M, M) ∈ SE(Q) and, in particular, M |= Q. By Lemma 3.2.1 again,

(Can(QM , M), M) ∈ SE(Q).

By the assumption,

(Can(QM , M), M) ∈ SE(P )

and so Can(QM , M) |=M PM or, in other terms, Can(QM , M) is an M -maximal model of

PM . Since M ∈ St(P ), M = Can(PM , M). By Proposition 9, M is the least M -maximal

model of PM . Thus, M ⊆ Can(QM , M). On the other hand, we have Can(QM , M) ⊆M

and so M = Can(QM , M). It follows that M is a stable model of Q. The other inclusion

can be proved in the same way.

Lemma 3.2.3. Let P and R be two monotone-constraint programs. Then SE(P ∪ R) =

SE(P ) ∩ SE(R).

Proof. The assertion follows from the following two simple observations.
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1. For every set Y of atoms, Y |= (P ∪R) if and only if Y |= P and Y |= R.

2. For every two sets X and Y of atoms, X |=Y (P ∪R)Y if and only if X |=Y P Y and

X |=Y RY .

For (1), we observe, from the definition of a model of a program, that

Y |= (P ∪R)

if and only if

Y |= r for every r ∈ P ∪R

if and only if

Y |= r for every r ∈ P

and

Y |= r′ for every r′ ∈ R

if and only if

Y |= P and Y |= R.

For (2), we assume X and Y are both models of (P ∪ R)Y since, otherwise, (2) holds

trivially.

X |=Y (P ∪R)Y

if and only if

Y ∩ hset((P ∪R)Y (X)) ⊆ X

if and only if

Y ∩ hset(P Y (X)) ⊆ X and Y ∩ hset(RY (X)) ⊆ X

if and only if

X |=Y P Y and X |=Y RY

Lemma 3.2.4. Let P , Q be two monotone-constraint programs. If P ≡s Q, then P and Q

have the same models.
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Proof. Let M be a model of P . By r we denote a constraint rule (M, {M}) ← . Then,

M ∈ St(P ∪ {r}). Since P and Q are strongly equivalent, M ∈ St(Q ∪ {r}). It follows

that M is a model of Q ∪ {r} and, therefore, also a model of Q. The converse inclusion

can be proved in the same way.

Theorem 13. Let P and Q be monotone-constraint programs. Then P ≡s Q if and only if

SE(P ) = SE(Q).

Proof. (⇐) Let R be an arbitrary monotone-constraint program. Lemma 3.2.3 implies that

SE(P ∪ R) = SE(P ) ∩ SE(R) and SE(Q ∪ R) = SE(Q) ∩ SE(R). Since SE(P ) =

SE(Q), we have that SE(P ∪R) = SE(Q∪R). By Lemma 3.2.2, P ∪R and Q∪R have

the same stable models. Hence, P ≡s Q holds.

(⇒) Let us assume SE(P ) \ SE(Q) 6= ∅ and let us consider (X, Y ) ∈ SE(P ) \ SE(Q).

It follows that X ⊆ Y and Y |= P . By Lemma 3.2.4, Y |= Q. Since (X, Y ) /∈ SE(Q),

X 6|=Y QY . It follows that X 6|= QY or hset(QY (X)) ∩ Y 6⊆ X . In the first case, there

is a rule r ∈ QY (X) such that X 6|= hd(r). Since X ⊆ Y and QY is a Horn constraint

program, r ∈ QY (Y ). Let us recall that Y |= Q and so we also have Y |= QY . It

follows that Y |= hd(r). Since hset(r) ⊆ hset(QY (X)), Y ∩ hset(QY (X)) |= hd(r).

Thus, hset(QY (X)) ∩ Y 6⊆ X (otherwise, by the monotonicity of hd(r), we would have

X |= hd(r)).

The same property holds in the second case. Thus, it follows that (hset(QY (X))∩Y )\

X 6= ∅. We define X ′ = (hset(QY (X)) ∩ Y ) \X .

Let R be a constraint program consisting of the following rules:

(x, {x})←

(y, {y})← (z, {z}),

for every x ∈ X , y ∈ Y , and z ∈ X ′.

Let us consider a program Q0 = Q ∪ R. Since Y |= Q and X ⊆ Y , Y |= Q0.

Thus, Y |= QY
0 and, in particular, Can(QY

0 , Y ) is well defined. Since R ⊆ QY
0 , X ⊆

Can(QY
0 , Y ). Thus, the following holds.

hset(QY
0 (X)) ∩ Y ⊆ hset(QY

0 (Can(QY
0 , Y ))) ∩ Y = Can(QY

0 , Y )
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(the last equality follows from Proposition 5). We also have Q ⊆ Q0 and so

X ′ ⊆ hset(QY (X)) ∩ Y ⊆ hset(QY
0 (X)) ∩ Y.

Thus, X ′ ⊆ Can(QY
0 , Y ). Consequently, by Proposition 5 again, Y ⊆ Can(QY

0 , Y ). Since

Can(QY
0 , Y ) ⊆ Y , Y = Can(QY

0 , Y ) and so Y ∈ St(Q0).

Since P and Q are strongly equivalent, Y ∈ St(P0), where P0 = P ∪ R. Let us recall

that (X, Y ) ∈ SE(P ). By Proposition 9, Can(P Y , Y ) is a least Y -maximal model of

P Y . Since X is a Y -maximal model of P (as X |=Y P Y ), it follows that Can(P Y , Y ) ⊆

X . Since X ′ 6⊆ X , Can(P Y
0 , Y ) ⊆ X . Finally, since X ′ ⊆ Y , Y 6⊆ X . Thus, Y 6=

Can(P Y
0 , Y ), a contradiction.

It follows that SE(P ) \ SE(Q) = ∅. By symmetry, SE(Q) \ SE(P ) = ∅, too. Thus,

SE(P ) = SE(Q).

3.2.3 Uniform equivalence and UE-models

Let D be a set of atoms. By rD we denote a monotone-constraint rule

rD = (D, {D})← .

Adding a rule rD to a program forces all atoms in D to be true (independently of the rest

of the program).

Monotone-constraint programs P and Q are uniformly equivalent, denoted by P ≡u

Q, if for every set of atoms D, P ∪ {rD} and Q ∪ {rD} have the same stable models.

An SE-model (X, Y ) of a monotone-constraint program P is a UE-model of P if for

every SE-model (X ′, Y ) of P with X ⊆ X ′, either X = X ′ or X ′ = Y holds. We

write UE(P ) to denote the set of all UE-models of P . Our notion of a UE-model is

a generalization of the notion of a UE-model from Eiter and Fink [47] to the setting of

monotone-constraint programs.

We now present a characterization of uniform equivalence of monotone-constraint pro-

grams under the assumption that their sets of atoms are finite. One can prove a characteri-

zation of uniform equivalence of arbitrary monotone-constraint programs, generalizing one
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of the results by Eiter and Fink [47]. However, both the characterization and its proof are

more complex and, for brevity, we restrict our attention to the finite case only.

We start with an auxiliary result, which allows us to focus only on atoms in At(P ) when

deciding whether a pair (X, Y ) of sets of atoms is an SE-model of a monotone-constraint

program P .

Lemma 3.2.5. Let P be a monotone-constraint program, X ⊆ Y two sets of atoms. Then

(X, Y ) ∈ SE(P ) if and only if (X ∩ At(P ), Y ∩ At(P )) ∈ SE(P ).

Proof. Since X ⊆ Y is given, and X ⊆ Y implies X ∩ At(P ) ⊆ Y ∩ At(P ), the first

condition of the definition of an SE-model holds on both sides of the equivalence.

Next, we note that for every constraint C, Y |= C if and only if Y ∩ Dom(C) |= C.

Therefore, Y |= P if and only if Y ∩ At(P ) |= P . That is, the second condition of the

definition of an SE-model holds for (X, Y ) if and only if it holds for (X ∩ At(P ), Y ∩

At(P )).

Finally, we observe that P Y = P Y ∩At(P ) and P (X) = P (X ∩ At(P )). Therefore,

Y ∩ hset(P Y (X)) = Y ∩ hset(P Y ∩At(P )(X ∩ At(P ))).

Since hset(P Y ∩At(P )(X ∩ At(P ))) ⊆ At(P ), it follows that

Y ∩ hset(P Y (X)) ⊆ X

if and only if

Y ∩ At(P ) ∩ hset(P Y ∩At(P )(X ∩ At(P ))) ⊆ X ∩ At(P ).

Thus, X |=Y P Y if and only if X ∩At(P ) |=Y ∩At(P ) P Y ∩At(P ). That is, the third condition

of the definition of an SE-model holds for (X, Y ) if and only if it holds for (X∩At(P ), Y ∩

At(P )).

Lemma 3.2.6. Let P be a monotone-constraint program such that At(P ) is finite. Then

for every (X, Y ) ∈ SE(P ) such that X 6= Y , the set

{X ′ : X ⊆ X ′ ⊆ Y, X ′ 6= Y, (X ′, Y ) ∈ SE(P )} (3.3)

has a maximal element.
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Proof. If At(P ) ∩ X = At(P ) ∩ Y , then for every element y ∈ Y \ X , Y \ {y} is

a maximal element of the set (3.3). Indeed, since (X, Y ) ∈ SE(P ), by Lemma 3.2.5,

(X ∩ At(P ), Y ∩ At(P )) ∈ SE(P ). Since X ∩ At(P ) = Y ∩ At(P ) and y 6∈ At(P ),

X ∩At(P ) = (Y \ {y})∩At(P ). Therefore, ((Y \ {y})∩At(P ), Y ∩At(P )) ∈ SE(P ).

Then from Lemma 3.2.5 and the fact Y \ {y} ⊆ Y , we have (Y \ {y}, Y ) ∈ SE(P ).

Therefore, Y \ {y} belongs to the set (3.3) and so it is a maximal element of this set.

Thus, let us assume that At(P )∩X 6= At(P )∩Y . Let us define X ′ = X∪(Y \At(P )).

Then X ⊆ X ′ ⊆ Y and X ′ 6= Y . Moreover, no element in X ′ \X belongs to At(P ). That

is, X ′ ∩ At(P ) = X ∩ At(P ). Thus, by Lemma 3.2.5, (X ′, Y ) ∈ SE(P ) and so X ′

belongs to the set (3.3). Since Y \X ′ ⊆ At(P ), by the finiteness of At(P ) it follows that

the set (3.3) contains a maximal element containing X ′. In particular, it contains a maximal

element.

Theorem 14. Let P and Q be two monotone-constraint programs such that At(P )∪At(Q)

is finite. Then P ≡u Q if and only if UE(P ) = UE(Q).

Proof. (⇐) Let D be an arbitrary set of atoms and Y be a stable model of P ∪ {rD}. Then

Y is a model of P ∪ {rD}. In particular, Y is a model of P and so (Y, Y ) ∈ UE(P ). It

follows that (Y, Y ) ∈ UE(Q), too. Thus, Y is a model of Q. Since Y is a model of rD,

D ⊆ Y . Consequently, Y is a model of Q ∪ {rD} and thus, also of (Q ∪ {rD})Y .

Let X = Can((Q ∪ {rD})Y , Y ). Then D ⊆ X ⊆ Y and, by Proposition 9, X is a

Y -maximal model of (Q ∪ {rD})Y . Consequently, X is a Y -maximal model of QY . Since

X ⊆ Y and Y |= Q, (X, Y ) ∈ SE(Q).

Let us assume that X 6= Y . Then, by Lemma 3.2.6, there is a maximal set X ′ such that

X ⊆ X ′ ⊆ Y , X ′ 6= Y and (X ′, Y ) ∈ SE(Q). It follows that (X ′, Y ) ∈ UE(Q). Thus,

(X ′, Y ) ∈ UE(P ) and so X ′ |=Y P Y . Since D ⊆ X ′, X ′ |=Y (P ∪{rD})Y . We recall that

Y is a stable model of P ∪ {rD}. Thus, Y = Can((P ∪ {rD})Y , Y ). By Proposition 9,

Y ⊆ X ′ and so we get X ′ = Y , a contradiction. It follows that X = Y and, consequently,

Y is a stable model of Q ∪ {rD}.

By symmetry, every stable model of Q ∪ {rD} is also a stable model of P ∪ {rD}.
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(⇒) First, we note that (Y, Y ) ∈ UE(P ) if and only if Y is a model of P . Next, we note

that P and Q have the same models. Indeed, the argument used in the proof of Lemma

3.2.4 works also under the assumption that P ≡u Q. Thus, (Y, Y ) ∈ UE(P ) if and only if

(Y, Y ) ∈ UE(Q).

Now let us assume that UE(P ) 6= UE(Q). Let (X, Y ) be an element of (UE(P ) \

UE(Q)) ∪ (UE(Q) \ UE(P )). Without loss of generality, we can assume that (X, Y ) ∈

UE(P ) \ UE(Q). Since (X, Y ) ∈ UE(P ), it follows that

1. X ⊆ Y

2. Y |= P and, consequently, Y |= Q

3. X 6= Y (otherwise, by our earlier observations, (X, Y ) would belong to UE(Q)).

Let R = (Q ∪ {rX})Y . Clearly, R is a Horn constraint program. Moreover, since

Y |= Q and X ⊆ Y , Y |= R. Thus, Can(R, Y ) is defined. We have X ⊆ Can(R, Y ) ⊆ Y .

We claim that Can(R, Y ) 6= Y . Let us assume to the contrary that Can(R, Y ) = Y . Then

Y ∈ St(Q ∪ {rX}). Hence, Y ∈ St(P ∪ {rX}), that is, Y = Can((P ∪ {rX})Y , Y ).

By Proposition 9, Y is the least Y -maximal model of (P ∪ {rX})Y and X is a Y -maximal

model of (P ∪ {rX})Y (since (X, Y ) ∈ SE(P ), X |=Y P Y and so X |=Y (P ∪ {rX})Y ,

too). Consequently, Y ⊆ X and, as X ⊆ Y , X = Y , a contradiction.

Thus, Can(R, Y ) 6= Y . By Proposition 9, Can(R, Y ) is a Y -maximal model of

R. Since QY ⊆ R, it follows that Can(R, Y ) is a Y -maximal model of QY and so

(Can(R, Y ), Y ) ∈ SE(Q). Since Can(R, Y ) 6= Y , from Lemma 3.2.6 it follows that

there is a maximal set X ′ such that Can(R, Y ) ⊆ X ′ ⊆ Y , X ′ 6= Y and (X ′, Y ) ∈ SE(Q).

By the definition, (X ′, Y ) ∈ UE(Q). Since (X, Y ) /∈ UE(Q). X 6= X ′. Consequently,

since X ⊆ X ′, X ′ 6= Y and (X, Y ) ∈ UE(P ), (X ′, Y ) /∈ UE(P ).

Thus, (X ′, Y ) ∈ UE(Q) \ UE(P ). By applying now the same argument as above to

(X ′, Y ) we show the existence of X ′′ such that X ′ ⊆ X ′′ ⊆ Y , X ′ 6= X ′′, X ′′ 6= Y and

(X ′′, Y ) ∈ SE(P ). Consequently, we have X ⊆ X ′′, X 6= X ′′ and Y 6= X ′′, which

contradicts the fact that (X, Y ) ∈ UE(P ). It follows then that UE(P ) = UE(Q).
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Example 15. Let P = {1{p, q} ← not(2{p, q})}, and Q = {p← not(q), q ← not(p)}.

Then P and Q are strongly equivalent. We note that both programs have {p}, {q}, and

{p, q} as models. Furthermore, we can verify that ({p}, {p}), ({q}, {q}), ({p}, {p, q}),

({q}, {p, q}), ({p, q}, {p, q}) and (∅, {p, q}) are “all” SE-models of the two programs 2.

Thus, by Theorem 13, P and Q are strongly equivalent.

We also observe that the first five SE-models are precisely UE-models of P and Q.

Therefore, by Theorem 14, P and Q are also uniformly equivalent.

It is possible for two monotone-constraint programs to be uniformly but not strongly

equivalent. If we add rule p ← to P , and rule p ← q to Q, then the two resulting pro-

grams, say P ′ and Q′, are uniformly equivalent. However, the two new programs are not

strongly equivalent. The programs P ′ ∪ {q ← p} and Q′ ∪ {q ← p} have different stable

models. Another way to show that P ′ and Q′ are not strongly equivalent is by observing

that (∅, {p, q}) is an SE-model of Q′ but not an SE-model of P ′. 4

3.3 From mac-programs to logic theories

3.3.1 Fages’ Lemma for mac-programs

In general, supported models and stable models of a logic program (both in the normal

case and the monotone-constraint case) do not coincide. Fages Lemma [50] (later extended

by Erdem and Lifschitz [48]), establishes a sufficient condition under which a supported

model of a normal logic program is stable. In this section, we show that Fages Lemma

extends to programs with monotone constraints.

Definition 21. A monotone-constraint program P is called tight on a set M ⊆ At(P )

of atoms if there exists a mapping λ from M to ordinals such that for every rule r =

A ← A1, . . . , Ak,not(Ak+1), . . . ,not(Am) in P (M), if X is the domain of A and Xi the

domain of Ai, 1 ≤ i ≤ k, then for every x ∈ M ∩ X and for every a ∈ M ∩
⋃k

i=1 Xi,

λ(a) < λ(x).

2From Lemma 3.2.5 and Theorem 13, it follows that only those SE-models that contain atoms only from
At(P ) ∪At(Q) are the ones that decide if P and Q are strongly equivalent.
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We now show that tightness provides a sufficient condition for a supported model to be

stable. In order to prove a general result, we first establish it in the Horn case.

Lemma 3.3.1. Let P be a Horn monotone-constraint program and let M be a supported

model of P . If P is tight on M , then M is a stable model of P .

Proof. Let M be an arbitrary supported model of P such that P is tight on M . Let λ be a

mapping showing the tightness of P on M . We show that for every ordinal α and for every

atom x ∈M such that λ(x) ≤ α, x ∈ Can(P, M). We proceed by induction.

For the basis of the induction, let us consider an atom x ∈ M such that λ(x) = 0.

Since M is a supported model for P and x ∈ M , there exists a rule r ∈ P (M) such

that x ∈ hset(r). Moreover, since P is tight on M , for every A ∈ bd(r) and for every

y ∈ Dom(A) ∩M , λ(y) < λ(x) = 0. Thus, for every A ∈ bd(r), Dom(A) ∩M = ∅.

Since M |= bd(r) and since P is a Horn monotone-constraint program, it follows that

∅ |= bd(r). Consequently, hset(r) ∩M ⊆ Can(P, M) and so x ∈ Can(P, M).

Let us assume that the assertion holds for every ordinal β < α and let us consider x ∈

M such that λ(x) = α. As before, since M is a supported model of P , there exists a rule

r ∈ P (M) such that x ∈ hset(r). By the assumption, P is tight on M and, consequently,

for every A ∈ bd(r) and for every y ∈ Dom(A) ∩ M , λ(y) < λ(x) = α. By the

induction hypothesis, for every A ∈ bd(r), Dom(A)∩M ⊆ Can(P, M). Since P is a Horn

monotone-constraint program, Can(P, M) |= bd(r). By Proposition 5, hset(r) ∩M ⊆

Can(P, M) and so x ∈ Can(P, M).

It follows that M ⊆ Can(P, M). By the definition of a canonical computation, we

have Can(P, M) ⊆ M . Thus, M = Can(P, M). By Proposition 8, M is a stable model

of P .

Given this lemma, the general result follows easily.

Theorem 16. Let P be a monotone-constraint program and let M be a supported model

of P . If P is tight on M , then M is a stable model of P .

Proof. One can check that if M is a supported model of P , then it is a supported model

of the reduct PM . Since P is tight on M , the reduct PM is tight on M , too. Thus, M is
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a stable model of PM (by Lemma 3.3.1) and, consequently, a derivable model of PM (by

Proposition 8). It follows that M is a stable model of P .

We give a tight mac-program in the following example.

Example 17. Let P be the following mac-program:

({a, b}, {{a}, {b}, {a, b}})← ({b}, {{b}})

({a}, {{a}})←.

Let M = {a}. It is clear that M is a supported model of P : 1) M is a model of P ;

and 2) M is supported by the second rule. Moreover, we can check that P is tight on M .

Indeed, we take λ(a) = 0, and λ(b) = 1. Then it is the mapping that satisfies the conditions

in Definition 21. Therefore, by Theorem 16, M is a stable model of P .

Now by the definition of a stable model of an mac-program, we can also verify that M

is indeed a stable model of P . 4

However, Theorem 16 is only a sufficient condition of supported models being stable.

Here is an example in which the program is not tight on a supported model M . Yet M is a

stable model of the program.

Example 18. Let P be the following mac-program:

A← B

C ←

B ←

where A = ({a, b}, {{a}, {b}, {a, b}}), B = ({b}, {{b}}), and C = ({a}, {{a}}).

Let M = {a, b}. Then we can check that M is a supported model and a stable model

of P . However, since atom b occurs both in M ∩Dom(A) and M ∩ dom(B), no mappings

could satisfy all the conditions in Definition 21 for the first rule. Therefore, P is not tight

on M . 4
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3.3.2 Completion of mac-programs

A completion of a normal logic program [18] is a propositional theory whose models

are precisely the supported models of the program. Thus, supported models of normal

logic programs can be computed by means of SAT solvers. Under some conditions, for

instance, when the assumptions of Fages Lemma hold, supported models are stable. Thus,

computing models of the completion can yield stable models, an idea implemented in the

first version of cmodels software [7].

Our goal is to extend the concept of the completion to programs with monotone con-

straints. The completion, as we define it, retains much of the structure of monotone-

constraint rules. In this section we define the completion and prove a result relating sup-

ported models of programs to models of the completion. We discuss extensions of this

result in the next section and their practical computational applications in Section 3.5.

To define the completion, we first introduce an extension of propositional logic with

monotone constraints, a formalism we denote by PLmc . A formula in the logic PLmc is an

expression built from monotone constraints by means of boolean connectives ∧, ∨ and their

infinitary counterparts (we show why we need infinitary conjunctions and disjunctions in

a moment), → and ¬. The notion of a model of a constraint, which we discussed earlier,

extends in a standard way to the class of formulas in the logic PLmc . We use two symbols

> and ⊥ to denote PLmc formulas that are satisfied by every truth assignment and that

cannot be satisfied by any truth assignment, respectively.

For a set L = {A1, . . . , Ak,not(Ak+1), . . . ,not(Am)} of literals, we define

L∧ = A1 ∧ . . . ∧ Ak ∧ ¬Ak+1 ∧ . . . ∧ ¬Am.

Let P be a monotone-constraint program. We form the completion of P , denoted Comp(P ),

as follows:

1. For every rule r ∈ P we include in Comp(P ) a PLmc formula

[bd(r)]∧ → hd(r)
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2. For every atom x ∈ At(P ), we include in Comp(P ) a PLmc formula

({x}, {x})→
∨
{[bd(r)]∧ : r ∈ P, x ∈ hset(r)}

(When the set of rules in P is infinite, the disjunction may be infinitary).

The following theorem generalizes a fundamental result on the program completion

from normal logic programming [18] to the case of programs with monotone constraints.

Theorem 19. Let P be a monotone-constraint program. A set M ⊆ At(P ) is a supported

model of P if and only if M is a model of Comp(P ).

Proof. (⇒) Let us suppose that M is a supported model of P . Then M is a model of P ,

that is, for each rule r ∈ P , if M |= bd(r) then M |= hd(r). Since M |= bd(r) if and only

if M |= [bd(r)]∧, it follows that all formulas in Comp(P ) of the first type are satisfied by

M .

Moreover, since M is a supported model of P , M ⊆ hset(P (M)). That is, for every

atom x ∈ M , there exists at least one rule r in P such that x ∈ hset(r) and M |= bd(r).

Therefore, all formulas in Comp(P ) of the second type are satisfied by M , too.

(⇐) Let us now suppose that M is a model of Comp(P ). Since M |= bd(r) if and only if

M |= [bd(r)]∧, and since M satisfies formulas of the first type in Comp(P ), M is a model

of P .

Let x ∈ M . Since M satisfies the formula x →
∨
{[bd(r)]∧ : r ∈ P, x ∈ hset(r)}, it

follows that M satisfies
∨
{[bd(r)]∧ : r ∈ P, x ∈ hset(r)}. That is, there is r ∈ P such that

M satisfies [bd(r)]∧ (and so bd(r), too) and x ∈ hset(r). Thus, x ∈ hset(P (M)). Hence,

M is a supported model of P .

We observe that for the material in this section it is not necessary to require that con-

straints appearing in the bodies of program rules be monotone. However, since we are only

interested in this case, we adopt the monotonicity assumption here, as well.

We now give an example of the completion of an mac-program.

Example 20. Let P be the mac-program containing the following rules:

A← B,not(C)
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B ← D,not(E)

where A = ({a, b, c}, {{a, b}, {a, b, c}}), B = ({a, b}, {{a}, {b}, {a, b}}), C = ({d, e},

{{d, e}}), D = ({b, d}, {{b, d}}), and E = ({c, d, e}, {{c, d}, {c, e}, {c, d, e}}).

Atom a and b occur in the heads of both rules. Atom c only occurs in the head of the

first rule. Atom d and e do not occur in the heads of either rule.

Therefore, the completion Comp(P ) contains the following PLmc formulas:

B ∧ ¬C → A

D ∧ ¬E → B

({a}, {a})→ (B ∧ ¬C) ∨ (D ∧ ¬E)

({b}, {b})→ (B ∧ ¬C) ∨ (D ∧ ¬E)

({c}, {c})→ (B ∧ ¬C)

({d}, {d})→ ⊥

({e}, {e})→ ⊥

Since d and e do not occur in the heads of either rule of P , the disjunctions on the

right-hand side of the last two formulas are empty. Since empty disjunctions cannot be

satisfied by any truth assignment, we replace them with ⊥ in those two formulas. 4

3.3.3 Loop formulas for mac-programs

The completion alone is not quite satisfactory as it relates supported, not stable, models

of monotone-constraint programs with models of PLmc theories. Loop formulas, proposed

by Lin and Zhao [81], provide a way to eliminate those supported models of normal logic

programs that are not stable. Thus, they allow us to use SAT solvers to compute stable

models of arbitrary normal logic programs and not only those for which supported and

stable models coincide.

We now extend this idea to monotone-constraint programs. In this section, we restrict

our considerations to programs P that are finitary, that is, At(P ) is finite. This restriction

implies that monotone constraints that appear in finitary programs have finite domains.
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Let P be a finitary monotone-constraint program. The positive dependency graph of

P is the directed graph GP = (V, E), where V = At(P ) and 〈u, v〉 is an edge in E if there

exists a rule r ∈ P such that u ∈ hset(r) and v ∈ Dom(A) for some monotone constraint

A ∈ bd(r). We note that positive dependency graphs of finitary programs are finite.

Example 21. Let P be the following mac-program:

({a, b}, {{a}, {b}, {a, b}})← ({b, c}, {{b, c}})

({c}, {{c}})← ({a, d}, {{a, d}})

({d}, {{d}})← ({e}, {{e}})

({e}, {∅, {e}})←

The positive dependency graph of P is shown in Figure 3.1. 4

a

b c

de

Figure 3.1: Positive dependency graph

Let G = (V, E) be a directed graph. A set L ⊆ V is a loop in G if the subgraph of G

induced by L is strongly connected. A loop is maximal if it is not a proper subset of any

other loop in G. Thus, maximal loops are vertex sets of strongly connected components of

G. A maximal loop is terminating if there is no edge in G from L to any other maximal

loop.

48



Following Example 21, we observe that (b), (a, b, c), and (a, c) are the loops in the

positive dependency graph of P . Loop (a, b, c) is a maximal and terminating loop as well.

These concepts can be extended to the case of programs. By a loop (maximal loop,

terminating loop) of a monotone-constraint program P , we mean the loop (maximal loop,

terminating loop) of the positive dependency graph GP of P . We observe that every finitary

monotone-constraint program P has a terminating loop, since GP is finite.

Let X ⊆ At(P ). By GP [X] we denote the subgraph of GP induced by X . We observe

that if X 6= ∅ then every loop of GP [X] is a loop of GP .

Let P be a monotone-constraint program P . For every model M of P (in particular, for

every model M of Comp(P )), we define M− = M \ Can(PM , M). Since M is a model

of P , M is a model of PM . Thus, Can(PM , M) is well defined and so is M−.

Lemma 3.3.2. Let P be a monotone-constraint program and M a model of Comp(P ). If

M− 6= ∅, then there is a terminating loop contained in GP [M−].

Proof. Let a ∈ M−. Since M− ⊆ M and M is a supported model of P , there is a rule

r ∈ P (M) such that a ∈ hset(r) and M |= bd(r). Let r′ be a rule obtained from r by

removing from the body of r all negated constraints. Since r ∈ P (M), r′ ∈ PM .

We have a ∈ M \ Can(PM , M). By Proposition 5, Can(PM , M) 6|= bd(r′). Let

A ∈ bd(r′) be such that Can(PM , M) 6|= A. Since M |= A, M ∩ Dom(A) 6= Dom(A) ∩

Can(PM , M). Thus, Dom(A) ∩M− 6= ∅ and so the outdegree of a in GP [M−] is greater

than 0.

Since a is an arbitrary element of M− and since GP [M−] has only finitely many ver-

tices, there exists a loop in GP [M−]. By finiteness of GP [M−] again, there also exists a

terminating loop in GP [M−].

For every loop in the graph GP we now define the corresponding loop formula. First,

for a constraint A = (X, C) and a set L ⊆ At , we set A|L = (X, {Y ∈ C : Y ∩ L = ∅})

and call A|L the restriction of A to L. Next, let r be a monotone-constraint rule, say

r = A← A1, . . . , Ak,not(Ak+1), . . . ,not(Am).
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If L ⊆ At , then define a PLmc formula βL(r) by setting

βL(r) = A1|L ∧ . . . ∧ Ak |L ∧ ¬Ak+1 ∧ . . . ∧ ¬Am.

Let L be a loop of a monotone-constraint program P . Then, the loop formula for L,

denoted by LP (L), is the PLmc formula

LP (L) =
∨
{C(a) : a ∈ L} →

∨
{βL(r) : r ∈ P and L ∩ hset(r) 6= ∅}

(we recall that we use the convention to write a for the constraint C(a) = ({a}, {{a}}). A

loop completion of a finitary monotone-constraint program P is the PLmc theory

LComp(P ) = Comp(P ) ∪ {LP (L) : L is a loop in GP}.

In Example 21, we take M = {a, b, c, d, e}. Clearly M is a model of P . Can(PM , M) =

{d, e}. Therefore, GP [M−] is not empty. Moreover, (a, b, c) forms a terminating loop in

GP [M−]. The loop formula for L = {a, b, c} is

LP (L) = (C(a) ∨ C(b) ∨ C(c))→ ((∅, {∅}) ∨ ({d}, {∅}))

where C(a), C(b), and C(c) in the formula denote constraints ({a}, {{a}}), ({b}, {{b}}),

and ({c}, {{c}}) respectively. We observe that ((∅, {∅}) ∨ ({d}, {∅})) cannot be satisfied

since both constraints are inconsistent. Therefore, in order to satisfy this formula, we must

not satisfy a ∨ b ∨ c. Since any supported model of P that contains atoms a, b, and c is

not stable, this loop formula actually excludes all such supported models. This observation

motivates us to use loop formulas to filter out non-stable supported models of P .

Formally, we have the following theorem, which exploits the concept of a loop formula

to provide a necessary and sufficient condition for a model being a stable model.

Theorem 22. Let P be a finitary monotone-constraint program. A set M ⊆ At(P ) is a

stable model of P if and only if M is a model of LComp(P ).

Proof. (⇒) Let M be a stable model of P . Then M is a supported model of P and, by

Theorem 19, M |= Comp(P ).
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Let L be a loop in P . If M ∩ L = ∅ then M |= βL(r). Thus, let us assume that

M ∩ L 6= ∅. Since M is a stable model of P , M is a derivable model of PM , that is,

M = Can(PM , M). Let (Xn)n=0,1,... be the canonical PM -derivation with respect to M

(since we assume that P is finite and each constraint in P has a finite domain, P -derivations

reach their results in finitely many steps). Since Can(PM , M) ∩ L = M ∩ L 6= ∅, there is

a smallest index n such that Xn ∩ L 6= ∅. In particular, it follows that n > 0 (as X0 = ∅)

and L ∩Xn−1 = ∅.

Since Xn = hset(P (Xn−1) ∩ M and Xn ∩ L 6= ∅, there is a rule r ∈ PM(Xn−1)

such that hset(r) ∩ L 6= ∅, that is, such that L ∩ hset(r)) 6= ∅. Let r′ be a rule in P ,

which contributes r to PM . Then, for every literal not(A) ∈ bd(r′), M |= not(A). Let

A ∈ bd(r′). Then A ∈ bd(r) and so Xn−1 |= A. Since Xn−1 ∩ L = ∅, Xn−1 |= A|L,

too, By the monotonicity of A|L, M |= A|L. Thus, M |= βL(r′). Since hset(r′) ∩ L 6= ∅,

L ∩ hset(r)) 6= ∅ and so M |= LP (L). Thus, M |= LComp(P ).

(⇐) Let us consider a set M ⊆ At(P ) such that M is not a stable model of P . If M is not a

supported model of P that M 6|= Comp(P ) and so M is not a model of LComp(P ). Thus,

let us assume that M is a supported model of P . It follows that M− 6= ∅. Let L ⊆ M− be

a terminating loop for GP [M−].

Let r′ be an arbitrary rule in P such that L ∩ hset(r′)) 6= ∅, and let r be the rule ob-

tained from r′ by removing negated constraints from its body. Now, let us assume that

M |= βr′(L). It follows that for every literal not(A) ∈ bd(r′), M |= not(A). Thus,

r ∈ PM . Moreover, since L is a terminating loop for GP [M−], for every constraint

A ∈ bd(r′), Dom(A) ∩M− ⊆ L. Since M |= A|L, it follows that Can(PM , M) |= A.

Consequently, hset(r′)∩L ⊆ hset(r′)∩M ⊆ Can(PM , M) and so L∩Can(PM , M) 6= ∅,

a contradiction. Thus, M 6|=
∨
{βr′(L) : r′ ∈ P and L ∩ hset(r′)) 6= ∅}. Since M |=

∨
L,

it follows that M 6|= LP (L) and so M 6|= LComp(P ).

The following result follows directly from the proof of Theorem 22 and provides us

with a way to filter out specific non-stable supported models from Comp(P ).

Theorem 23. Let P be a finitary monotone-constraint program and M a model of Comp(P ).
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If M− is not empty, then M violates the loop formula of every terminating loop of GP [M−].

Finally, we point out that, Theorem 22 does not hold when a program P contains in-

finitely many rules. Here is a counterexample:

Let P be the set of following rules:

({a0}, {{a0}})← ({a1}, {{a1}})

({a1}, {{a1}})← ({a2}, {{a2}})

· · ·

({an}, {{an}})← ({an+1}, {{an+1}})

· · ·

Let M = {a0, . . . , an, . . .}. Then M is a supported model of P . The only stable model

of P is ∅. However, M− = M \ ∅ does not contain any terminating loop. The problem

arises because there is an infinite simple path in GP [M−]. Therefore, GP [M−] does not

have a sink, yet it does not have a terminating loop either.

3.4 Programs with convex constraints

We now discuss programs with convex constraints, which are closely related to programs

with monotone constraints. Programs with convex constraints are of interest as they do

not involve explicit occurrences of the default negation operator not, yet are as expres-

sive as programs with monotone-constraints. Moreover, they directly subsume an essential

fragment of the class of lparse-programs [125].

A constraint (X, C) is convex if for every W, Y, Z ⊆ X such that W ⊆ Y ⊆ Z and

W, Z ∈ C, we have Y ∈ C. A constraint rule (3.1) built of convex constraints only is a

convex-constraint rule. Similarly, a constraint program built of convex-constraint rules is

a convex-constraint program.

The concept of a model discussed in Section 3.1 applies to convex-constraint programs.

To define supported and stable models of convex-constraint programs, we view them as

special programs with monotone constraints.
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To this end, we define the upward and downward closures of a constraint A = (X, C)

to be constraints A+ = (X, C+) and A− = (X, C−), respectively, where

C+ = {Y ⊆ X : for some W ∈ C, W ⊆ Y }, and

C− = {Y ⊆ X : for some W ∈ C, Y ⊆ W}.

We note that the constraint A+ is monotone. We call a constraint (X, C) antimonotone if

C is closed under subset, that is, for every W, Y ⊆ X , if Y ∈ C and W ⊆ Y then W ∈ C.

It is clear that the constraint A− is antimonotone.

The upward and downward closures allow us to represent any convex constraint as the

“conjunction” of a monotone constraint and an antimonotone constraint.Namely, we have

the following property of convex constraints.

Proposition 10. A constraint (X, C) is convex if and only if C = C+ ∩ C−.

Proof. (⇐) Let us assume that C = C+ ∩ C−and let us consider a set M such that M ′ ⊆

M ⊆ M ′′, where M ′, M ′′ ∈ C. it follows that M ′ ∈ C+ and M ′′ ∈ C−. Thus, M ∈ C+

and M ∈ C−. Consequently, M ∈ C, which implies that (X, C) is convex.

(⇒) The definitions directly imply that C ⊆ C+ and C ⊆ C−. Thus, C ⊆ C+ ∩ C−.

Let us consider M ∈ C+ ∩ C−. Then there are sets M ′, M ′′ ∈ C such that M ′ ⊆ M and

M ⊆M ′′. Since C is convex, M ∈ C. Thus, C+ ∩ C− ⊆ C and so C = C+ ∩ C−.

This proposition suggests an encoding of convex-constraint programs as monotone-

constraint programs. To present it, we need more notation. For a constraint A = (X, C),

we call the constraint (X, C), where C = P(X)\C, the dual constraint for A. We denote

it by A. It is a direct consequence of the definitions that a constraint A is monotone if and

only if its dual A is antimonotone.

Let C be a convex constraint. We set mc(C) = {C} if C is monotone. We set mc(C) =

{not(C)}, if C is antimonotone. We define mc(C) = {C+,not(C−)}, if C is neither

monotone nor antimonotone. Clearly, C and mc(C) have the same models.

Let P be a convex-constraint program. By mc(P ) we denote the program with mono-

tone constraints obtained by replacing every rule r in P with a rule r′ such that

hd(r′) = hd(r)+ and bd(r′) =
⋃
{mc(A) : A ∈ bd(r)}
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and, if hd(r) is not monotone, also with an additional rule r′′ such that

hd(r′′) = (∅, ∅) and bd(r′′) = {hd(r)−} ∪ bd(r′).

By our observation above, all constraints appearing in rules of mc(P ) are indeed monotone,

that is, mc(P ) is a program with monotone constraints.

It follows from Proposition 10 that M is a model of P if and only if M is a model of

mc(P ). We extend this correspondence to other semantics by defining M to be a supported

(stable) model of a convex-constraint program P if M is a supported (stable) model of

mc(P ).

With these definitions, monotone-constraint programs are (almost) directly convex-

constraint programs. Namely, we note that monotone and antimonotone constraints are

convex. Next, we observe that if A is a monotone constraint, the expression not(A) has

the same meaning as the antimonotone constraint A in the sense that for every interpretation

M , M |= not(A) if and only if M |= A.

Let P be a monotone-constraint program. By cc(P ) we denote the program obtained

from P by replacing literals not(A) in the bodies of rules in P with constraints A. One

can show that programs P and cc(P ) have the same models, supported models and stable

models. In fact, for every monotone-constraint program P we have P = mc(cc(P )).

Remark. Another consequence of our discussion is that we can eliminate the default nega-

tion operator from the syntax at the price of allowing antimonotone constraints and using

antimonotone constraints as negated literals. 2

Due to the correspondences established above, one can extend to convex-constraint pro-

grams all concepts and results we discussed earlier in the context of monotone-constraint

programs. In many cases, we can state these concepts and results directly in the language

of convex-constraints. The most important for us are the notions of the completion and loop

formulas, as they lead to new algorithms for computing stable models of lparse-programs.

Therefore, we now discuss them in some detail.

As we just mentioned, we could use Comp(mc(P )) as a definition of the completion

Comp(P ) for a convex-constraint logic program P . Under this definition Theorems 25 ex-
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tends to the case of convex-constraint programs. However, Comp(mc(P )) involves mono-

tone constraints and their negations and not convex constraints that appear in P . Therefore,

we propose another approach, which preserves convex constraints of P .

To this end, we first extend the logic PLmc with convex constraints. In this extension,

which we denote by PLcc and refer to as the propositional logic with convex-constraints,

formulas are boolean combinations of convex constraints. The semantics of such formulas

is given by the notion of a model obtained by extending over boolean connectives the

concept of a model of a convex constraint.

Thus, the only difference between the logic PLmc , which we used to define the comple-

tion and loop completion for monotone-convex programs and the logic PLcc is that the for-

mer uses monotone constraints as building blocks of formulas, whereas the latter is based

on convex constraints. In fact, since monotone constraints are special convex constraints,

the logic PLmc is a fragment of the logic PLcc .

Let P be a convex-constraint program. The completion of P , denoted by Comp(P ), is

the following set of PLcc formulas:

1. For every rule r ∈ P we include in Comp(P ) a PLcc formula

[bd(r)]∧ → hd(r)

(as before, for a set of convex constraints L, L∧ denotes the conjunction of the con-

straints in L)

2. For every atom x ∈ At(P ), we include in Comp(P ) a PLcc formula

x→
∨
{[bd(r)]∧ : r ∈ P, x ∈ hset(r)}

(again, we note that when the set of rules in P is infinite, the disjunction may be

infinitary).

One can now show the following theorem.

Theorem 24. Let P be a convex-constraint program and let M ⊆ At(P ). Then M is a

supported model of P if and only if M is a model of Comp(P ).
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Proof. (Sketch) By the definition, M is a supported model of P if and only if M is a

supported model of mc(P ). It is a matter of routine checking that Comp(mc(P )) and

Comp(P ) have the same models. Thus the assertion follows from Theorem 19.

Next, we restrict attention to finitary convex-constraint programs, that is, programs

with finite set of atoms, and extend to this class of programs the notions of the positive

dependency graph and loops. To this end, we exploit its representation as a monotone-

constraint program mc(P ). That is, we define the positive dependency graph, loops and

loop formulas for P as the positive dependency graph, loops and loop formulas of mc(P ),

respectively. In particular, L is a loop of P if and only if L is a loop of mc(P ) and the

loop formula for L, with respect to a convex-constraint program P , is defined as the loop

formula LP (L) with respect to the program mc(P )3. We note that since loop formulas

for monotone-constraint programs only modify non-negated literals in the bodies of rules

and leave negated literals intact, there seems to be no simple way to extend the notion of

a loop formula to the case of a convex-constraint program P without making references to

mc(P ).

We now define a loop completion of a finitary convex-constraint program P as the

PLcc theory

LComp(P ) = Comp(P ) ∪ {LP (L) : L is a loop of P}.

We have the following theorem that provides a necessary and sufficient condition for a

set of atoms to be a stable model of a convex-constraint program.

Theorem 25. Let P be a finitary convex-constraint program. A set M ⊆ At(P ) is a stable

model of P if and only if M is a model of LComp(P ).

Proof. (Sketch) Since M is a stable model of P if and only of M is a stable model of

mc(P ), Theorem 22 implies that M is a stable model of P if and only if M is a stable

model of LComp(mc(P )). It is a matter of routine checking that LComp(mc(P )) and

LComp(P ) have the same models. Thus, the result follows.

3There is one minor simplification one might employ. For a monotone constraint A, ¬A and A are
equivalent and A is antimonotone and so convex. Thus, we can eliminate the operator ¬ from loop formulas
of convex-constraint programs by writing A instead of ¬A.
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In a similar way, Theorem 23 implies the following result for convex-constraint pro-

grams.

Theorem 26. Let P be a finitary convex-constraint program and M a model of Comp(P ).

If M− is not empty, then M violates the loop formula of every terminating loop of GP [M−].

We emphasize that one could simply use LComp(mc(P )) as a definition of the loop

completion for a convex-constraint logic program. However, our definition of the comple-

tion component of the loop completion retains the structure of constraints in a program P ,

which is important when using loop completion for computation of stable models, the topic

we address in the next section.

3.5 Computing stable models of lparse-programs via PLwa solvers

In this section, we show how to use the theoretical results we present in Section 3.3.2,

3.3.3 and 3.4 to design and implement a new system for computing stable models of logic

programs with weight atoms. The idea came from the development of solvers such as

cmodels [7] and assat [81]. The difference between our implementation and cmodles/assat

is that, we do not compile away weight atoms from the program. Our approach is sound

because we have established the relationship between convex constraint programs and the

logic PLcc . Furthermore, existing implementations that can deal with theories in some

instantiation of the logic PLcc make our approach feasible in practice.

We consider two instantiations of logic PLcc: one extends propositional logic with

weight atoms; the other is the logic of pseudo-boolean constraints that roots in integer

programming.

3.5.1 lparse-programs as convex constraint programs

We define the semantics of a w-atom in Chapter 2. It follows that a w-atom l[a1 =

w1, . . . , ak = wk]u can be identified with a constraint (X, C), where X = {a1, . . . , ak}

and

C = {Y ⊆ X : l ≤
∑
{wi : ai ∈ Y } ≤ u}.

57



Since wi’s are all non-negative, (X, C) is convex. Therefore, weight atoms represent a

class of convex constraints and lparse-programs syntactically are a class of programs with

convex constraints.

Marek, Niemelä and Truszczyński [97] and Marek and Truszczyński [102] have showed

that we can encode lparse-programs as programs with monotone constraints so that the con-

cept of a stable model is preserved. The transformation used there coincides with the en-

coding mc described in the previous section, when we restrict the latter to lparse-programs.

Thus, we have the following theorem.

Theorem 27. Let P be an lparse-program. A set M ⊆ At is a stable model of P according

to Definition 9 if and only if M is a stable model of P according to Definition 18 (when P

is viewed as a convex-constraint program).

It follows that to compute stable models of lparse-programs we can use the results

obtained earlier in this chapter, specifically the results on program completion and loop

formulas for convex-constraint programs.

3.5.2 Propositional logic extended with weight constraints

In Section 3.4, we extend the notions of completion and loop formulas to convex-constraint

programs. Both completion and loop formulas are formulas in logic PLcc . When we instan-

tiate convex-constraint programs to lparse-programs, correspondingly we need to define an

instantiation of logic PLcc where convex constraints are w-atoms. We refer to this logic the

propositional logic with weight atoms (or PLwa , for short).

While it can be given a more general treatment, in this thesis we focus only on a certain

class of formulas and theories.

Definition 22. A clause in logic PLwa is an expression of the form

A1 ∨ . . . ∨ An (3.4)

where each Ai is a w-atom.

58



We point out that, even though we do not explicitly use negations in a clause, a c-atom

[a]0 is equivalent to the negative literal ¬a.

A theory of the logic PLwa is any set of clauses.

The notion of satisfiability extends in a standard way to clauses and theories. We write

interchangingly “is a model of” and “satisfies”. We also write I |= E, when I is a model

of an atom, w-atom, clause or theory E.

We propose logic PLwa not only because the completion and loop formulas of lparse-

programs are given in this logic, but also because some problems can be naturally and

concisely represented as theories in this logic. Allowing boolean combinations of w-atoms

in this logic is particularly useful.

The following problem, a slight generalization of the dominating-set problem we have

discussed in Chapter 1, illustrates the usefulness of PLwa-clauses in modeling.

Weighted dominating-set problem. Let G = (V, E) be a directed weighted graph, where

each edge (x, y) has a weight wx,y ≥ 0. Given an integer w, a set D ⊆ V of vertices of G

is w-dominating for G if for every vertex x ∈ V at least one of the conditions listed below

holds.

1. x ∈ D

2. the sum of weights of edges “from x to D” is at least w:

w ≤
∑

(x,y)∈E,y∈D wx,y

3. the sum of weights of edges “from D to x” is at least w:

w ≤
∑

(z,x)∈E,z∈D wz,x.

The following PLwa-theory encodes the problem of the existence of a w-dominating

set with at most k vertices. In the encoding we use atoms inx, x ∈ V , with the intended

meaning: vertex x is in a w-dominating set. The clauses of the theory are:

1. 1{inx} ∨W1 ∨W2, for every x ∈ V , where

W1 = w[iny = wx,y : (x, y) ∈ E], and
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W2 = w[inz = wz,x : (z, x) ∈ E].

These clauses enforce the defining constraint for a w-dominating set.

2. {inx : x ∈ V }k.

This clause guarantees that a selected subset has at most k vertices. The constraint

that forms it is a cardinality constraint.

Pseudo-boolean constraint logic

Closely related to logic PLwa is the pseudo-boolean constraint logic, denoted by logic

PB , which roots in integer programming and operation research.

A pseudo-boolean constraint (PB-constraint, for short) is an integer-programming

constraint of the form

w1x1 + . . . + wkxk op u, (3.5)

where xi are integer variables, each with the domain {0, 1}, wi are integers, which we refer

to as weights, and l and u are integers called the bounds. Possible operators for op are

{≤,≥, =}.

An assignment v of 0s and 1s to x′is is a model of (or satisfies) the constraint (3.5) if

w1v(x1) + . . . + wkv(xk) op u holds.

By establishing the correspondence between integer values 0 and 1 on the one hand, and

truth values f and t, respectively, on the other, we can view integer 0-1 variables as proposi-

tional atoms. Furthermore, we can view PB -constraints as representations of propositional

formulas. Specifically, we say that a constraint (3.5) represents a propositional formula ϕ

(built of the same variables xi, but now interpreted as propositional atoms) if (3.5) and ϕ

have the same models (modulo the correspondence between {0, 1} and {f , t}). In particu-

lar, a PB -constraint

x1 + . . . + xk − y1 − . . .− ym ≥ 1−m

represents a propositional clause

x1 ∨ . . . ∨ xk ∨ ¬y1 ∨ . . . ∨ ¬ym.
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Thus, PB -constraints generalize clauses, and sets of PB -constraints generalize proposi-

tional CNF theories. We call a set of PB constraints a pseudoboolean satisfiability (or

PB SAT) instance.

3.5.3 Transformation between PB-theories and PLwa -theories

Both logic PLwa and logic PB are our targets logic for the completion and loop formulas

of lparse-programs. Logic PLwa aligns better to lparse-programs since disjunctions of w-

atoms are allowed. On the other hand, more solvers are developed for theories in logic PB .

Therefore, it is useful to transform a PLwa-theory into a PB -theory and vice versa.

In this section, we define transformations between PB and PLwa theories. We set two

goals for the transformations: 1) they must transform theories from one side to “equivalent”

theories on the other side; and 2) they must not increase the size of theories “significantly”.

For the second goal, formally, we mean, if T is a theory and τ(T ) is its translation, then

|τ(T )| = O(|T |c) for some constant c. In other words, the size of the transformation is

bounded by a polynomial in the size of the input theory. We define |T | as the sum of length

of all clauses/constraints in T .

Sometimes, in order to bound the growth of the size polynomially, we need to introduce

auxiliary new atoms into τ(T ). Therefore, by “equivalence”, we mean the equivalence with

respect to At(T ) That is, we discard the new atoms in models of τ(T ) and use the projected

models to define equivalence. Formally we have the following definition.

Definition 23. Let T1 and T2 be two theories and A a set of atoms. We say T1 and T2 are

logically equivalent with respect to A, denoted by T1 ≡A T2, if {M ∩ A : M |= T1} =

{M ∩ A : M |= T2}.

From PB theories to PLwa theories

Given a PB -theory T , which consists of a set of PB -constraints of the form (3.5), we define

a transformation τ(T ), whose result is a PLwa-theory that is equivalent to T with respect

to At(T ). We note that we overload the variable symbols in the PB theory T so that they

represent propositional atoms in τ(T ).
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We rewrite a PB -constraint of the form (3.5) as follows:

− w1 × a1 + . . . +−wh × ah + wh+1 × ah+1 + . . . + wk × ak op b, (3.6)

where wi’s are positive integers, b is an integer, ai’s are propositional atoms, and op stands

for an element of {≤, <, >,≥}.

We take every PB -constraint of the form (3.6) from T . Let N =
∑h

i=1 wi and W =∑k
i=1 wi. We add to τ(T ) the following set of PLwa-clauses:

l[a1 = w1, . . . , ak = wk]u, (3.7)

where

l =


0 if op ∈ {≤, <}

b + N if op ∈ {≥}
b + N + 1 if op ∈ {>}

u =


W if op ∈ {>,≥}

b + N if op ∈ {≤}
b + N − 1 if op ∈ {<}

and

1{ai, ai}1 (3.8)

for every i = 1, . . . , h.

In the transformation, atoms ai’s are new atoms. The last set of cardinality atoms define

these new atoms so that ai is true if and only if ai is false. In other words, ai represents the

dual literal of ai. With the help of the new atoms, we can remove all negative weights from

the original PB -constraint. Indeed, we observe that

−w1 × a1 + . . . +−wh × ah + wh+1 × ah+1 + . . . + wk × ak op b

is equivalent to

w1 × (1− a1) + . . . + wh × (1− ah) + wh+1 × ah+1 + . . . + wk × ak op (b +
h∑

i=1

wi).

Moreover, we can view (1 − ai) as a 0-1 variable whose value is always the dual of the

value of ai. Now we use ai, which are new variables that do not occur in T , to represent

(1− ai), we get the following PB -constraint, which again is equivalent to the original one:

w1 × a1 + . . . + wh × ah + wh+1 × ah+1 + . . . + wk × ak op (b +
h∑

i=1

wi).
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Now all the weights in this PB -constraint are positive. It is clear that such a PB -constraint

is equivalent to the w-atom

l[a1 = w1, . . . , ak = wk]u,

where l and u are defined in (3.7). Then (3.8) defines the new atoms ai via a set of cardi-

nality atoms.

Finally, we observe that, for each PB -constraint in T , we introduce h + 1 unit clauses

that contain w-atoms in (3.7) and (3.8) into τ(T ). Since h is bounded by |T |, the number of

clauses in τ(T ) that represent one PB -constraint in T is bounded by |T |. Thus, the overall

size of τ(T ) is bounded by |T |2.

From the argument above, the correctness of the following theorem is evident.

Theorem 28. Let T be a PB -theory. Then T and τ(T ) are logically equivalent with respect

to At(T ). Moreover, |τ(T )| = O(|T |2). When the size of PB -constraints in T is bounded

by a constant, then |τ(T )| = O(|T |).

We note that we use the term “equivalent” loosely here because logic PLwa and logic

PB use different assignments to define their semantics: interpretations for logic PLwa and

value assignments for logic PB . However, we can easily transform an interpretation into a

value assignment from variables to values 0 or 1 and vice versa: a variable receives value

1 if and only if the corresponding atom receives truth value t. Therefore, we use the term

“equivalent” based on this correspondence between interpretations and value assignments.

From PLwa theories to PB theories

Given a PLwa-theory T , we define the transformation δ(T ), whose result is a PB theory

that is equivalent to T with respect to At(T ), as follows. Again we overload propositional

atom symbols to represent 0-1 variables in PB -constraints.

For every PLwa-clause of the form (3.4) in T , where each Ai is a w-atom of the form

li[ai,1 = wi,1, . . . , ai,ki
= wi,ki

]ui, we include in δ(T ) the following set of PB -constraints.

We use Wi =
∑ki

j=1 wi,j to denote the sum of all weights in the w-atom Ai.
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x1 + · · ·+ xn ≥ 1 (3.9)

− xi + yi ≥ 0 (3.10)

− xi + zi ≥ 0 (3.11)

− yi +−zi + xi ≥ −1 (3.12)

− li × yi + wi,1 × ai,1 + · · ·+ wi,ki
× ai,ki

≥ 0 (3.13)

(li − 1−Wi)× yi + wi,1 × ai,1 + · · ·+ wi,ki
× ai,ki

≤ (li − 1) (3.14)

(Wi − ui)× zi + wi,1 × ai,1 + · · ·+ wi,ki
× ai,ki

≤ Wi (3.15)

(ui + 1)× zi + wi,1 × ai,1 + · · ·+ wi,ki
× ai,ki

≥ (ui + 1) (3.16)

for i = 1, . . . , n

In the PB -constraints, xi, yi and zi are auxiliary new atoms that do not occur in At(T )

(they also do not occur as auxiliary atoms for other PLwa-clauses).

The intuition is that, we first introduce atoms xi for w-atoms Ai in a PLwa-clause of the

form (3.4). Thus, clause (3.4) becomes the following one:

x1 ∨ . . . ∨ xn

where xi’s are propositional atoms. It is clear that such a propositional logic clause is

equivalent to the PB -constraint given in (3.9).

Next, we need to define the equivalence between xi and Ai. It is realized through PB -

constraints (3.10) to (3.16). To this end, we first introduce two new variables yi and zi

for each w-atom Ai in clause (3.4). The intuitive meaning of yi (and zi) is to represent the

lower bound (and upper bound) constraint of Ai. In other words, we establish the following

equivalence:

xi ≡ yi ∧ zi,

which translates to PB -constraints (3.10), (3.11), and (3.12).
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Constraints (3.13) and (3.14) define the equivalence between yi and the lower bound

part of Ai. Constraint (3.13) becomes trivial (any valuation satisfies it) when yi gets value

0. On the other hand, when yi gets value 1, constraint (3.13) becomes

wi,1 × ai,1 + · · ·+ wi,ki
× ai,ki

≥ l.

Therefore, (3.13) ensures the following relationship

yi ⇒ l[ai,1 = wi,1, . . . , ai,ki
= wi,ki

].

Similarly, constraint (3.14) ensures that

l[ai,1 = wi,1, . . . , ai,ki
= wi,ki

]⇒ yi.

Thus, two together ensure that

yi ≡ l[ai,1 = wi,1, . . . , ai,ki
= wi,ki

].

That is, yi is equivalent to the lower bound part of Ai.

With similar reasoning, we see that zi is equivalent to the upper bound part of Ai.

Therefore, we capture the w-atom Ai by those PB -constraints.

Finally, let us take look at the size of δ(T ). It is clear that the number of PB -constraints

we have in δ(T ) for each PLwa-clause is 7×n+1. Since n is bounded by |T | (n is bounded

by the size of the longest clause in T ), our translation is bounded by |T |2.

With the argument above, we prove the following theorem.

Theorem 29. Let T be a PLwa-theory. Then T and δ(T ) are logically equivalent with

respect to At(T ). Moreover, |δ(T )| = O(|T |2). When the size of clauses in T is bounded

by a constant, then |δ(T )| = O(|T |).

3.5.4 Computing stable models of lparse-programs

In this section we present an algorithm for computing stable models of lparse-programs.

We have shown that lparse-programs are convex constraint programs and their comple-

tions and loop formulas are theories in logic PLwa or logic PB . We now combine all these
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theoretical results and create a new solver that computes stable models of lparse-programs

via PLwa or PB SAT solvers.

The SLS solvers that we present in Chapter 4 fit in this task well. Moreover, many

off-the-shelf PB SAT solvers can be applied as well [1, 45, 82, 96, 132].

The algorithm of pbmodels

We follow the approach proposed by Lin and Zhao [81]. As in that paper, we first compute

the completion of an lparse-program. Then, we iteratively compute models of the comple-

tion using a PB solver. Whenever a model is found, we test it for stability. If the model is

not a stable model of the program, we extend the completion by loop formulas identified in

Corollary 26. Often, adding a single loop formula filters out several models of Comp(P )

that are not stable models of P .

The work-flow is shown in Figure 3.2

The results given in the previous section ensure that our algorithm is correct. We present

it in Figure 3.3. We note that it may happen that in the worst case we need exponentially

many loop formulas [81] before we find the first stable model or we determine that no

stable models exist. However, that problem arises only rarely in practical situations4.

The implementation of pbmodels supports several PB solvers including satzoo [45],

pbs [1], wsatoip [132]. It also supports a program wsatcc [82] for computing models of

PLwa-theories. When this last program is used, the transformation, from “clausal” PLwa-

theories to pseudo-boolean theories is not needed. The first two of these four programs are

complete PB solvers. The latter two are local-search solvers based on wsat [123].

We output the message “no stable model found” in the first line of the loop and not

simply “no stable models exist” since in the case when A is a local-search algorithm, failure

to find a model of the completion (extended with loop formulas in iteration two and the

subsequent ones) does not imply that no models exist.

Copyright c© Lengning Liu 2006

4In fact, in many cases programs turn out to be tight with respect to their supported models. Therefore,
supported models are stable and no loop formulas are necessary at all.
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Figure 3.2: Work-flow of pbmodels

67



Input: P — an lparse-program;
A — a PB (or PLwa) solver

BEGIN
1. compute the completion Comp(P ) of P ;
2. convert comp(P ) to CNF theory T ;
3. if A is a PB solver, convert T to PB -theory;
4. do
5. if (solver A finds no models of T ) output “no stable models found” and terminate;
6. M := a model of T found by A;
7. if (M is stable) output M and terminate;
8. compute the reduct PM of P with respect to M ;
9. compute the greatest stable model M ′, contained in M , of PM ;
10. M− := M \M ′;
11. find all terminating loops in M−;
12. compute loop formulas and convert them into the set T ′ of PLwa-clauses;
13. if A is a PB solver, convert T ′ into PB -constraints;
14. T := T ∪ T ′;
15. while (true);
END

Figure 3.3: Algorithm of pbmodels
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Chapter 4

Stochastic Local Search in logic PLwa-theories

In this chapter, we focus on algorithms that find satisfying truth assignments for a PLwa-

theory. To be precise, we focus on stochastic local search algorithms. This research was

motivated by the results we obtained in Chapter 3, which lead us to a new solver that com-

putes stable models of lparse-programs via PB SAT solvers. We observe that the com-

pletion formula and the loop formulas of an lparse-program are defined in logic PLwa . In

order to deploy PB SAT solvers to compute models of PLwa-theories, we need to transform

PLwa-formulas into PB -theories, which are sets of PB -constraints. We use the transforma-

tion presented in Chapter 3. This transformation involves auxiliary new variables. In fact,

to avoid size explosion, this type of transformation often introduces new variables as well

as new clauses that correctly capture the connection between these new variables and the

concepts they represent. The extra variables and clauses cause overhead to the underlying

PB SAT solvers, especially local search solvers, to compute models. Therefore, we want

to design solvers that compute models of logic PLwa-theories directly. Moreover, because

PB -constraints have been used to model search problems directly in the formalism of 0-

1 integer programming and logic PLwa subsumes this formalism, developing direct PLwa

solvers has its own interest.

This Chapter is organized as follows: Section 4.1 introduces the stochastic local search

algorithm for theories in propositional logic. It is the basis on which our algorithms were

developed. Section 4.2 presents our stochastic local search algorithms that directly target

on PLwa theories.

Our work present in this chapter appears in Proceedings of CP-03 [82] and AAAI-06

[87].
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INPUT: T - a logic theory
OUTPUT: I - a satisfying assignment of T , or no output
BEGIN
1. For i← 1 to Max -Tries , do
2. I ← randomly generated truth assignment;
3. For j ← 1 to Max -Flips , do
4. If I |= T then return I;
5. a← Heuristic(T, I);
6. I ← Flip(T, I, a);
7. End For of j
8. End For of i
END

Figure 4.1: Algorithm SLS -generic(T )

4.1 Stochastic local search algorithm in propositional logic

In this section we describe a class of stochastic local-search (or SLS for short) algorithms

designed to test satisfiability of theories in propositional logic. Stochastic local search was

first proposed by Selman et al. [123] and has received much attention in SAT community

because of its exceptional performance in solving some large satisfiable instances, which

are beyond the power of solvers based on DPLL algorithms. One limitation of SLS solvers

is that, they are incomplete, which means they may not be able to find a satisfying truth

assignment if there is indeed one. We want to point out that SLS solvers are sound, which

means whenever they report a satisfying truth assignment, it is a correct satisfying truth

assignment.

Now we introduce the basic structure of algorithms behind SLS solvers. The algorithm

executes Max -Tries independent tries. Each try starts in a randomly generated complete

truth assignment and consists of a sequence of up to Max -Flips flips, that is, local changes

to the current truth assignment. The algorithm terminates with a truth assignment that is a

model of the input theory, or with no output at all (even though the input theory may in fact

be satisfiable). We provide a detailed description of the algorithm SLS -generic in Figure

4.1.
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The input T is a theory in some logic. In this section, we assume T is a theory in

propositional logic.

We point out that in the algorithm we use several parameters that, in the implementa-

tions, we enter from the command line. They are Max -Tries and Max -Flips . All these

parameters affect the performance of the program. We come back to this matter later in

Chapter 5.

The procedure Heuristic picks an atom from the theory. A typical heuristic function

has a greedy part and a random part. It uses some probability to determine whether to

follow the greedy part or the random part. It has been shown that the existence of a random

move is essential for the local search solvers to escape from the local minima.

The procedure Flip then flips the truth assignment to the atom returned from Heuristic.

We note that the procedure Flip may, in general, depend on the input theory T . It is not the

case in wsat and other similar algorithms but it is so in one of the algorithms we propose

later. Thus, we include T as one of the arguments of the procedure Flip.

To obtain a concrete implementation of the algorithm SLS -generic, the key is to define

a heuristic. Later in Section 4.2, we show that we can also extend the meaning of a flip. In

the following, we first introduce several implementations of SLS -generic that have been

proposed in the literature for CNF theories. They are categorized into two major families.

Namely, the gsat family and the walksat (wsat for short) family. They differ from each

other only in how they pick the atom to flip.

4.1.1 Gsat family
Gsat

Gsat was the first successful local search algorithm [123]. Gsat uses only a greedy strategy

to choose the atom to flip. Formally, gsat uses the procedure given in Figure 4.2.

Intuitively, when ∆w(x) < 0 (see Figure 4.2 for the definition of ∆w(x)), the smaller

the value of ∆w(x) is, the “better” the atom is, in a sense that flipping this atom improves

the overall “degree” of satisfiability of the theory. This is a pure greedy strategy. The

drawback of using such a strategy is that the algorithm may be trapped in local minima
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INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. For each atom x in T , do
2. u1 ← current number of unsat clauses;
3. u2 ← the number of unsat clauses after flipping x;
4. ∆w(x)← u2 − u1;
5. End For
6. If minargx({∆w(x) : ∆w(x) ≤ 0}) exits then
7. return a random x from minargx({∆w(x) : ∆w(x) ≤ 0});
8. Else
9. halt;
10. End If
END

Figure 4.2: Algorithm Heuristic-gsat(T, I)

(that is, the situation in which there is no x such that ∆w(x) < 0) and not be able to get

out. In gsat , even if we use sideways moves when ∆w(x) = 0 is the greatest decrease,

gsat may still be stuck on a plateau.

In order to escape from local minima or plateaus, researchers have proposed several

randomized techniques in Heuristic procedure.

Simulated annealing (gsat-sa)

Simulated annealing introduces uphill moves when the algorithm ends up in local minima

or plateaus.

In Figure 4.3, t is a parameter usually called temperature. The temperature can either be

a constant or slowly decrease from a high one to near zero according to a cooling schedule.

Random walk (gsat-rw)

In simulated annealing, the random uphill move only depends on the probability e−∆w(x)/t.

Arbitrary atoms could be chosen if they have positive change in the number of unsatisfied

clauses. With random walk, however, random moves are closely related to the atoms that

appear in some unsatisfied clause. Given the property of the CNF formula that any unsat-
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INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. x← randomly chosen atom from T ;
2. Compute ∆w(x) as it is done in Heuristic-gsat ;
3. If ∆w(x) ≤ 0, then
4. return x;
5. Else
6. with probability e−∆w(x)/t, return x;
7. with probability 1− e−∆w(x)/t, goto step 1;
8. End If
END

Figure 4.3: Algorithm Heuristic-gsat-sa(T, I)

INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. With probability p, return a randomly chosen atom occurring in some unsat clause;
2. With probability 1− p, follow Heuristic-gsat ;
END

Figure 4.4: Algorithm Heuristic-gsat-rw(T, I)

isfied clause can be fixed by flipping a single arbitrary literal in that clause, such a random

walk at least fixes one clause. The random walk strategy is given in Figure 4.4.

Random walk with TABU (gsat-rwtabu)

In both the basic GSAT algorithm or the simulated annealing algorithm, we may observe

the oscillating phenomenon. That is, after flipping one atom, in the next iteration, the

algorithm may flip it back.

For example,

Example 30. Let T be a CNF theory consisting of the following eight clauses:

a ∨ b ∨ c (4.1)

73



INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. Repeatedly call Heuristic-gsat-rw(T, I) until the returned atom a is not in TABU ;
2. Add a to TABU ;
3. return a;
END

Figure 4.5: Algorithm Heuristic-gsat-rwtabu(T, I)

a ∨ ¬b (4.2)

a ∨ ¬c (4.3)

a ∨ c (4.4)

b ∨ ¬a (4.5)

b ∨ ¬c (4.6)

b ∨ c (4.7)

¬a ∨ ¬b (4.8)

Let I = {a, b, c}. Truth assignment I does not satisfy T since it does not satisfy clause

(4.8). We can verify that ∆(a) = ∆(b) = 1 and ∆(c) = 0. Therefore, both gsat and

gsat-sa choose atom c to flip.

Then we get a new truth assignment I ′ = {a, b}. In this case, we can compute that

∆(a) = ∆(b) = 1 and ∆(c) = 0. Therefore, c will be chosen to flip again. 4

We see from the example that the oscillation is common in gsat and gsat-sa.

Even though with random walk technique, we can escape from this oscillation, it would

be better that it could be prevented explicitly. By using a TABU, a finite FIFO list that stores

all recent atoms the algorithm has chosen, we can implement this idea. The algorithm is

given in Figure 4.5
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4.1.2 Wsat family

Gsat, gsat-rw, and gsat-rwtabu all suffer from a problem when making a greedy move.

That is, they all have to evaluate ∆w(x) for every atom x that occurs in the given formula

T . This is a time consuming procedure. Even though in gsat-sa, it does not examine every

atom, it does not perform the best move every time either. Thus gsat-sa, in general, may

require much more flips than the other algorithms in gsat family. Experimental study [123]

has showed the performance of gsat family is not good enough.

Wsat family was introduced in order to solve the problem [123]. The main difference

between gsat family and wsat family lies in the set of atoms that should be examined. In

wsat family, the algorithms only examine a subset of atoms, instead of all the atoms. Thus,

the performance is improved.

There are at least four different algorithms in wsat family:

Wsat-G

Wsat-G is a counterpart of gsat. While we add randomness into a greedy strategy in gsat,

we add greediness into a random walk strategy. Figure 4.6 shows this algorithm.

Wsat-B

So far, all the introduced algorithms always use the difference between the number of

unsatisfied clauses before the flip and after the flip as the weight function in the greedy

strategy. However, it is not the only possible weight function that could be used. In Wsat-

B, the algorithm only uses so called break-count as the weight function.

By break-count of an atom x, we mean the number of already satisfied clauses that will

receive truth value f , if atom x is flipped. The idea of Wsat-B is that, among a set of atoms,

we want to pick the one that has the least break-count. Figure 4.7 gives the pseudo-code

for Wsat-B:

Wsat-SKC

Wsat-SKC was proposed by Selman et al. [123]. It is one of the most effective algorithms
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INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. C ← randomly selected unsatisfied clause in T ;
2. For each atom x in C, do
3. compute ∆w(x) as it is done in Heuristic-gsat ;
4. End For
5. If minargx{∆w(x) : ∆w(x) ≤ 0} exists, then
6. with probability p,

return a randomly chosen atom in minargx{∆w(x) : ∆w(x) ≤ 0};
7. with probability 1− p, return a randomly chosen atom in C;
8. Else
9. return a randomly chosen atom in C;
10. End If
END

Figure 4.6: Algorithm Heuristic-wsat-G(T, I)

INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. C ←randomly selected unsatisfied clause in T ;
2. For each atom x in C, do
3. compute break -count(x);
4. End For
5. With probability p, return a randomly chosen atom in minargx{break -count(x)};
6. With probability 1− p, return a randomly chosen atom in C;
END

Figure 4.7: Algorithm Heuristic-wsat-B(T, I)
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INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. C ←randomly selected unsatisfied clause in T ;
2. For each atom x in C, compute break -count(x);
3. If any of these atoms has break -count = 0 then
4. randomly choose an atom from these atoms and return it;
5. Else
6. with probability p, return a randomly chosen atom in C;
7. with probability 1− p,

return randomly an atom x with minimum break -count(x);
8. End If
END

Figure 4.8: Algorithm Heuristic-wsat-SKC (T, I)

in wsat family. Similar to wsat-B, wsat-SKC also relies on the notion of the break-count

of an atom.

The heuristic function in wsat-SKC is given in Figure 4.8.

The difference between wsat-B and wsat-SKC is that, in wsat-SKC, we always per-

form a free move when there is one. By a free move we mean flipping an atom that has

zero break-count. Intuitively, free move means we will not break (or unsatisfy) any already

satisfied clauses by taking such a move. Moreover, since flipping such an atom will fix all

the broken (or unsatisfied) clauses that contain this atom, we actually will have a very good

move towards the goal, that is to satisfy all the clauses.

wsat-rnovelty+

Wsat-rnovelty+ is another effective algorithm in wsat family. It was introduced by Hoos

[68]. Wsat-rnovelty+ uses both the break- and the make-count values. The make-count

of an atom denotes the number of clauses that will become satisfied if the atom’s value is

flipped to its dual value.

We present a pseudo-code description in Algorithm 4.9.

To help search escape loops, with probability wp the heuristics chooses a random atom
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INPUT: T - a CNF theory
I - a truth assignment

OUTPUT: x - an atom chosen for flipping
BEGIN
1. C ←randomly selected unsatisfied clause in T ;
2. With probability wp, return a random atom from C;
3. For each atom x in C, w(x)← break -count(x)−make-count(x);
4. agemax ← the maximum age of atoms in C;
5. best← the list of atoms x with the least w(x);
6. second← the list of atoms x with the second least w(x);
7. diff ← w(x)− w(y), where x ∈ best and y ∈ second;
8. If ∃a ∈ best such that its age < agemax, return a;
9. If diff > 1, then
10. with probability min{2− 2p, 1}, return a random atom from best;
11. with probability 1−min{2− 2p, 1}, return a random atom from second;
12. End If
13. With probability max{1− 2p, 0}, return a random atom from best;
14. With probability 1−max{1− 2p, 0}, return a random atom from second;
END

Figure 4.9: Algorithm Heuristic-wsat-rnovelty+(T, I)
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from the input clause C to return as the next atom to flip 1. Otherwise, the algorithm selects

an atom to flip based on the quality of atoms (the quality of an atom is a difference between

its virtual break- and make-counts), the age of atoms (the age of an atom is defined as the

time, measured in flips, when the atom was last flipped; initially all atoms have age 0 and

their ages are updated by the flip procedure each time they are flipped), and a probability p,

which determines whether an atom with the best or the second best quality value is selected.

Even though the role of the parameter p is different here than it is in the case of the SKC

heuristics, we call this value the noise ratio, as well. We also note that if all atoms in C

have the same value of w , then one is selected randomly.

Finally, one consideration in implementing these algorithms is that, it is time consum-

ing to calculate the break-count and the make-count of an atom. Therefore, researchers

often use cached break-count and make-count of an atom in the heuristic function. Ini-

tially, the break-count and the make-count of each atom is computed with respect to the

initial truth assignment using their definitions and stored in the cache. Then, within each

try, the cache will be updated each time after an atom x is flipped. To be precise, we

update, in the cache, the two counts of an atom by their changes, ∆break -count(x) and

∆make-count(x), assuming x is the atom flipped.

4.2 Extending wsat algorithms to logic PLwa

We have seen various stochastic local search algorithms in Section 4.1. The main difference

between the algorithms introduced in Section 4.1 and the ones we propose is that, our

algorithms work on logic PLwa-theories, which contain w-atoms in clauses. Because of

this difference, the concept of the break-count or the make-count of an atom, or even the

flip procedure becomes more complicated.

In this section, we work on the generic SLS algorithm SLS -generic, assuming that the

input theory T is in logic PLwa . To instantiate SLS -generic, we, again, need to decide

how procedure Heuristic and Flip work. We follow two basic directions. In the first of

1Hoos [68] set wp to 0.01. We do not perform an extensive study on how the value of wp affects the
wsat-rnovelty+ algorithm.
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them, we use a simple notion of a flip, that is, we always flip just one atom. We introduce,

however, a more complex concept of the break-count and make-count, which we call the

virtual break-count and the virtual make-count. We implement two instantiations of

wsat(cc)-generic: wsat(wa)-skc and wsat(wa)-rnp. In the second approach, in addition

to the virtual counts, we introduce a more complex concept of a flip, which we call the

double-flip. In the case when the input theory T has some special property, the computa-

tion of the two counts becomes straightforward and do not involve virtual counts compu-

tation at all. We implement one instantiation of wsat(cc)-generic following this direction:

wsat(wa)-df . We discuss the three implementations in detail in the following subsections.

For the other possible instantiation using the RNovelty+ heuristic, our first implementa-

tion does not yield good results in the experiments. Therefore, we do not include it in our

discussion.

4.2.1 Virtual break-count and make-count

These two concepts depend on a particular representation of a PLwa-theory T as a multiset

of propositional clauses, cl(T ). We allow repetitions of clauses in sets and repetitions of

literals in clauses, as by doing so we simplify some calculations.

We recall that we view w-atoms as propositional formulas. Given a w-atom W , by TW

we denote a certain CNF formula (which we also view as a multiset of its clauses) such

that TW is logically equivalent to W . We will specify TW later.

Let us consider a PLwa-clause C of the form (3.4). We define cl(C) to be the multiset

of propositional clauses that are disjuncts in the CNF formula obtained by replacing in C

each w-atom Wi with the CNF formula TWi
and by applying the distributivity law. For a

PLwa-theory T we then set

cl(T ) =
⋃
{cl(C) : C ∈ T}.

Let I be a truth assignment. We define the virtual break- and make-counts of an atom

x in a PLwa-theory T with respect to I as the break- and make-counts of x in cl(T ) with

respect to I . We denote these two quantities as break -countT (x) and make-countT (x),
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respectively (we again drop the reference to I from the notation, as I is always determined

by the context). It follows that

break -countT (x) = break -countcl(T )(x) =
∑
{break -countcl(C)(x) : C ∈ T}.

Similarly,

make-countT (x) = make-countcl(T )(x) =
∑
{make-countcl(C)(x) : C ∈ T}.

We now estimate break -countcl(C)(x) and make-countcl(C)(x). To this end we need

more notation. Let W be a w-atom, I an interpretation and x a propositional atom. By I x̄

we denote the truth assignment obtained from I by flipping the truth value of x. Next, we

define three sets of clauses that are relevant for break -countcl(C)(x) and make-countcl(C)(x)

(we once again omit I in the notation):

1. EW (x) = the set of clauses in TW that are satisfied by I but not by I x̄

2. FW (x) = the set of clauses in TW that are not satisfied by I but are satisfied by I x̄

3. GW (x) = the set of clauses in TW that are not satisfied by I nor by I x̄.

We observe that EW (x) = FW (x) = ∅ if x does not appear in W . We set e(x) =

|EW (x)|, f(x) = |FW (x)| and g(x) = |GW (x)|.

We now have the following theorem:

Theorem 31. Let C be a PLwa-clause of the form (3.4). Let cl be the transformation we

define above. Let ei(x), fi(x), and gi(x)’s be three cardinalities of the three sets EWi
(x),

FWi
(x) and GWi

(x) with respect to an atom x and cl . Then we have the following equa-

tions:

break -countcl(C)(x) =
n∏

i=1

(ei(x) + gi(x))−
n∏

i=1

gi(x). (4.9)

and

make-countcl(C)(x) =
n∏

i=1

(fi(x) + gi(x))−
n∏

i=1

gi(x). (4.10)

81



Proof. Equation (4.9): indeed, every clause in cl(C) is of the form D1 ∨ . . . ∨Dn, where

Di ∈ TWi
, 1 ≤ i ≤ n. For a clause in cl(C) to get “unsatisfied” with the flip of x, all Di’s

in cl(C) must satisfy the following two conditions:

1. each Di is chosen from EWi
(x) ∪GWi

(x); and

2. at least one Di is chosen from EWi
(x).

Since EWi
(x) ∩ GWi

(x) = ∅, the number of clauses in cl(C) such that each Di is chosen

from EWi
(x) ∪GWi

(x) is given by

n∏
i=1

(ei(x) + gi(x)).

Then among these clauses, the ones in which each Di is chosen from GWi
(x) do not con-

tribute to the break-count of x. The number of such clauses is given by

n∏
i=1

gi(x).

Then the equation (4.9) follows.

Equation (4.10) holds for the similar reason.

Estimating e, f and g

To make formulas (4.9) and (4.10) complete, we need to specify a CNF representation TW

of a w-atom W and, given this representation and a truth assignment I , for each atom x

find formulas for e, f and g (in this section, we omit x in e(x), f(x) and g(x) as x always

exists in the context).

Let us then consider a w-atom W :

W = l[a1 = w1, . . . , ak = wk]u,

where all wi are non-negative. For each atom ai we introduce new atoms aj
i , 1 ≤ j ≤ wi.

We then define a cardinality constraint

W ′ = l[a1
1, . . . , a

w1
1 , . . . , a1

k, . . . , a
wk
k ]u,
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and a set of formulas

EQ = {ai ≡ aj
i : 1 ≤ i ≤ k, 1 ≤ j ≤ wi}.

The w-atom W and {W ′} ∪ EQ are equivalent in the following sense. There is a one-to-

one correspondence between models of W and models of {W ′} ∪EQ. The corresponding

models coincide on the set {a1, . . . , ak}. In the case of the theory {W ′} ∪ EQ, the part of

the model contained in {a1, . . . , ak} determines the rest, as models of {W ′} ∪ EQ must

satisfy formulas in EQ.

Let set S consist of the following clauses:

¬xi1 ∨ . . . ∨ ¬xiu+1 (4.11)

for every (u + 1)-element subset {xi1 , . . . , xiu+1} of {a1
1, . . . , a

w1
1 , . . . , a1

k, . . . , a
wk
k }, and

xi1 ∨ . . . ∨ xiK−l+1
(4.12)

for every (K − l + 1)-element subset {xi1 , . . . , xiK−l+1
} of {a1

1, . . . , a
w1
1 , . . . , a1

k, . . . , a
wk
k },

where K =
∑

wi.

The following theorem says that the cardinality constraint W ′ is equivalent to S:

Theorem 32. Let W ′ be the cardinality constraint and S the set of clauses we defined

above. Then a truth assignment I satisfies W ′ if and only if I satisfies S.

Proof. (⇐): let I be a truth assignment that satisfies S. We need to show that I |= W ′

as well. Assume it is not the case. Then, either |X| ≤ l − 1 or |X| ≥ u + 1, where

X = {aj
i : I |= aj

i}.

If it is the first case, let us take X ′ = {a1
1, . . . , a

wk
k }\X . It is clear that for every a ∈ X ′,

I 6|= a. Since |X| ≤ l− 1, |X ′| ≥ K − l + 1. Therefore, there exists a (K − l + 1)-element

subset of X ′ that is also a (K − l + 1)-element subset of {a1
1, . . . , a

wk
k }. Since this subset

forms a clause of the form (4.12), this clause is not satisfied by I . It is a contradiction.

If it is the second case, then |X| ≥ u + 1. Therefore, there exists a (u + 1)-element

subset of X that is also a (u + 1)-element subset of {a1
1, . . . , a

wk
k }. Then the clause formed

by this subset (it is of form (4.11)) is not satisfied by I . Again, a contradiction.
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Therefore, I must satisfy W ′.

(⇒): let I |= W ′. Since the lower bound constraint of W ′ is satisfied by I , then the

number of atoms from {a1
1, . . . , a

wk
k } that are false under I is at most K − l. Therefore, for

any K − l + 1-element subset of {a1
1, . . . , a

wk
k }, there exists at least one atom that is true.

Therefore, all clauses of form (4.12) are satisfied.

Similarly, since the upper bound constraint of W ′ is satisfied by I , the number of atoms

from {a1
1, . . . , a

wk
k } that are true under I is at most u. Therefore, for any u + 1-element

subset of {a1
1, . . . , a

wk
k }, there exists at least one atom that is false. Therefore, all clauses

of form (4.11) are satisfied.

Therefore, I satisfies S.

Thus, W is equivalent to S ∪ EQ (in the same sense as before). Consequently, W is

equivalent (has the same models) as the multiset of clauses obtained from S by replacing

each atom aj
i with ai. We define TW to be this multiset. We also note that clauses in this

multiset may contain multiple occurrences of the same literals.

We do not simplify TW further (that is, we do not eliminate duplicate clauses nor du-

plicate occurrences of literals in clauses) since the multiset form of TW makes it easier to

compute the cardinalities e, f and g of the sub-multisets EW,x, FW,x and GW,x of TW and

their cardinalities e, f and g. Namely, we have the following formulas for e, f and g:

e =


0 case 1(

N+w
K−l+1

)
−

(
N

K−l+1

)
case 2(

P+w
u+1

)
−

(
P

u+1

)
otherwise

(4.13)

f =


0 case 1(

P
u+1

)
−

(
P−w
u+1

)
case 2(

N
K−l+1

)
−

(
N−w

K−l+1

)
otherwise

(4.14)

g =


(

N
K−l+1

)
+

(
P

u+1

)
case 1(

N
K−l+1

)
+

(
P−w
u+1

)
case 2(

P
u+1

)
+

(
N−w

K−l+1

)
otherwise.

(4.15)

Case 1 covers all situations when x does not occur in W . Case 2 covers situations when

x occurs in W and I |= x. In these formulas we use the notation K =
∑

wi, P =∑
I|=ai

wi, N =
∑

I 6|=ai
wi, and write w for the weight of atom x in W (if x occurs in W ).
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We now provide arguments for each case of (4.13), (4.14), and (4.15). In the following,

let I be a truth assignment. Let us assume N = {aj
i : 1 ≤ i ≤ k, 1 ≤ j ≤ wi, I 6|= ai}

and P = {aj
i : 1 ≤ i ≤ k, 1 ≤ j ≤ wi, I |= ai}. It is clear that N = |N | and P = |N |.

Case 1. Since x does not occur in W , by the definition of sets EW,x and FW,x, e = f = 0.

Therefore, (4.13) and (4.14) are correct in this case. By the definition of GW,x, all clauses

in GW,x are those not satisfied by I and not satisfied by I x̄. Since x does not occur in W ,

all clauses that are not satisfied by I form precisely the set G. That is, a clause C ∈ GW,x

if and only if

1. C is obtained from a clause C ′ in S of the form (4.11) such that C ′ contains only

atoms from P; or

2. C is obtained from a clause C ′ in S of the form (4.12) such that C ′ contains only

atoms from N .

For the first type of C, there are
(

P
u+1

)
such clauses in S. For the second type of C, there

are
(

N
K−l+1

)
such clauses in S. Since we do not remove duplicate clauses when we generate

TW from S, the number of clauses C in GW,x is precisely
(

N
K−l+1

)
+

(
P

u+1

)
. Thus, case 1 of

(4.15) holds.

Case 2. We first look at the case 2 of the equation (4.13). In this case, x occurs in W and

I |= x. Let us assume that x = a1. Since I |= a1, {a1
1, . . . , a

w1
1 } ∩ N = ∅. The definitions

of S and EW,x imply that C ∈ EW,x if and only if C is obtained from a clause C ′ in S of

the form (4.12) such that C ′ contains at least one atom ap
1, 1 ≤ p ≤ w1, and for every other

disjunct y of C ′, y ∈ N . Since N = |N |, there are
(

N+w1

K−l+1

)
−

(
N

K−l+1

)
such clauses C ′.

Since when generating TW from S we do not remove any clauses, the formula (4.13), case

2, follows.

With the same assumption, a clause C belongs to FW,x if and only if C is obtained from

a clause C ′ in S of the form (4.11) such that C ′ contains at least one atom ap
1, for some

1 ≤ p ≤ w1, and for every other disjunct y of C ′, y ∈ P . Since P = |P|, there are(
P

u+1

)
−

(
P−w1

u+1

)
such clauses C ′, which is also the number of clauses C. Thus the formula

(4.14), case 2, holds.
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For the formula (4.15), again, a clause C belongs to GW,x if and only if one of the two

conditions listed in case 1 is true. Since this time x ∈ W and I |= x, the number of the first

type of the clauses becomes
(

P−w1

u+1

)
, while the number of the second type of clauses does

not change. Therefore, case 2 of the formula (4.15) holds.

Case 3. The reasoning is similar to that in case 2. This time x occurs in W and I 6|= x.

Again we assume that x = a1. Since I 6|= a1, {a1
1, . . . , a

w1
1 } ∩ P = ∅. The definitions

of S and EW,x imply that C ∈ EW,x if and only if C is obtained from a clause C ′ in S

of the form (4.11) such that C ′ contains at least one atom ap
1, 1 ≤ p ≤ w1, and for every

other disjunct y of C ′, y ∈ P . Since P = |P|, there are
(

P+w1

u+1

)
−

(
P

u+1

)
such clauses C ′.

Since when generating TW from S we do not remove any clauses, the formula (4.13), case

3, follows.

With the same assumption, a clause C belongs to FW,x if and only if C is obtained

from a clause C ′ in S of the form (4.12) such that C ′ contains at least one atom ap
1, for

some 1 ≤ p ≤ w1, and for every other disjunct y of C ′, y ∈ N . Since N = |N |, there

are
(

N
K−l+1

)
−

(
N−w1

K−l+1

)
such clauses C ′, which is also the number of clauses C. Thus the

formula (4.14), case 3, holds.

For the formula (4.15), a clause C belongs to GW,x if and only if one of the two condi-

tions listed in case 1 is true. Since this time x ∈ W and I 6|= x, the number of the second

type of the clauses becomes
(

N−w1

K−l+1

)
, while the number of the first type of clauses does not

change. Therefore, case 3 of the formula (4.15) holds. 2

We now use the following example to illustrate how the virtual break- and make-count

of an atom are computed.

Example 33. Let C = W1 ∨W2 ∨W3, where W1 = 2[a1, a2, a3]2, W2 = 4[2a2, 1a3, 4a4]5,

and W3 = 3[10a5, 3a3, 8a6]10.

Let I = {a1, a3, a4, a5} be the truth assignment. We first note that:

1. in W1, K1 = 3, N1 = 1, P1 = 2

2. in W2, K2 = 7, N2 = 2, P2 = 5

3. in W3, K3 = 21, N3 = 8, P3 = 13.
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Now suppose we flip atom a2. We recall that I 6|= a2. Based on the formulas of e, f, g,

we have the following result:

1. in W1, since a2 ∈ W1, case 3 applies:

e1 =

(
P1 + w2

1

u1 + 1

)
−

(
P1

u1 + 1

)
=

(
2 + 1

2 + 1

)
−

(
2

2 + 1

)
= 1

f1 =

(
N1

K1 − l1 + 1

)
−

(
N1 − w2

1

K1 − l1 + 1

)
=

(
1

3− 2 + 1

)
−

(
1− 1

3− 2 + 1

)
= 0

g1 =

(
P1

u1 + 1

)
+

(
N1 − w2

1

K1 − l1 + 1

)
=

(
2

2 + 1

)
+

(
1− 1

3− 2 + 1

)
= 0

2. in W2, since a2 ∈ W2, case 3 applies:

e2 =

(
P2 + w2

2

u2 + 1

)
−

(
P2

u2 + 1

)
=

(
5 + 2

5 + 1

)
−

(
5

5 + 1

)
= 7

f1 =

(
N2

K2 − l2 + 1

)
−

(
N2 − w2

2

K2 − l2 + 1

)
=

(
2

7− 4 + 1

)
−

(
2− 2

7− 4 + 1

)
= 0

g1 =

(
P2

u2 + 1

)
+

(
N2 − w2

2

K2 − l2 + 1

)
=

(
5

5 + 1

)
+

(
2− 2

7− 4 + 1

)
= 0

3. in W3, since a2 6∈ W3, case 1 applies:

e3 = f3 = 0

g3 =

(
P3

u3 + 1

)
+

(
N3

K3 − l3 + 1

)
=

(
13

10 + 1

)
+

(
8

21− 3 + 1

)
= 78

Then we can compute the break- and make-count of a2 using formula (4.9) and (4.10):

break -countC(a2) =
3∏

i=1

(ei +gi)−
3∏

i=1

gi = (1+0)× (7+0)× (0+78)−0×0×78 = 546

make-countC(a2) =
3∏

i=1

(fi + gi)−
3∏

i=1

gi = (0 + 0)× (0 + 0)× (0 + 78)− 0× 0× 78 = 0

4

We now use the formulas for break- and make-counts in Figure 4.8 and Figure 4.9. We

call the resulting two implementations wsat(wa)-skc and wsat(wa)-rnp respectively.
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Clearly, CNF representations of PB constraints other than the one proposed in this chap-

ter are possible and could be used within a general approach we have developed, as long as

one can derive formulas (or procedures) to compute values of e, f and g. In fact, we can

push this idea even further. For an arbitrary constraint (not necessarily a pb-constraint),

if we can evaluate e, f and g in some translation that converts it into a set of proposi-

tional clauses, our general framework yields solvers accepting theories containing such

constraints.

Finally, we point out that, in the formulas we have derived, we use values of the form(
n
k

)
, which will exceed the maximum integer that a computer can represent even for rela-

tively small values of n, if k is close to n/2. For instances we used in our experiments,

even though in some cases overflows occurred quite often (which we replaced with a cer-

tain fixed large integer), for the atoms our solvers selected to flip the computation of virtual

counts only rarely involved overflows. Still, in our future research we will study how to

approximate
(

n
k

)
to avoid overflows. Since we only care about the relative order of the

break- and make-counts of atoms, any approximation that maintains this ordering will be

appropriate.

4.2.2 Double flip procedure

The second type of instantiations of the algorithm SLS -generic that we will discuss applies

only to PLwa theories of some special syntactic form. Let A be a w-atom of the form

l[a1 = w1, . . . , ak = wk]u. We say that A is trivial if A ≡ ⊥ or A ≡ >; we say that A is

simplifiable if A logically entails ai or ¬ai for some ai in A.

Example 34. Let A = 10[a1 = 8, a2 = 3, a3 = 3, a4 = 21]20. Since the upper bound of

A is 20 and the weight a4 is 21, we must set a4 to false in order to satisfy A. That is, A

logically entails ¬a4. Furthermore, since the lower bound of A is 10, we must set atom a1

to true in order to satisfy A. Therefore, A logically entails a1. 4

Definition 24. A PLwa theory T is simple, if T = T u ∪ T nu , where T u ∩ T nu = ∅ and
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1. T u consists of unit clauses Wi, where Wi is a c-atom2, 1 ≤ i ≤ p, such that sets of

atoms in Wi are pairwise disjoint

2. for every i, 1 ≤ i ≤ p, Wi is neither trivial nor simplifiable.

Condition (2) is not particularly restrictive. We can always simplify a PLwa theory that

violates only condition (2) and obtain an equivalent simple PLwa theory.

Definition 25. A simple PLwa theory T is strictly simple, if all clauses in T nu are propo-

sitional clauses.

In this section, we consider simple PLwa theories. Let us assume that we design the

procedure Flip(T, I, a) so that it has the following property:

(DF) if a truth assignment I is a model of T u then I ′ = Flip(T, I, a) is also a model of

T u.

Let us consider a try starting with a truth assignment I that satisfies all clauses in T u. If our

procedure Flip satisfies the property (DF), then all truth assignments that we generate in

this try satisfy all clauses in T u. It follows that the only clauses that can become unsatisfied

during the try are the clauses in T nu . Consequently, we can compute the virtual break-

count and make-count with respect to T nu only. Furthermore, if T is strictly simple, then

all clauses in T nu are propositional. In that case, we only need to consider the CNF theory

T nu and count how many clauses in T nu become unsatisfied or satisfied when we perform

a flip.

Since all c-atoms in T u are pairwise disjoint, it is easy to generate random truth assign-

ments that satisfy all these constraints. Thus, it is easy to generate a random starting truth

assignment for a try. Moreover, it is also quite straightforward to design a procedure Flip so

that it satisfies property (DF). We outline one such procedure now. A detailed pseudo-code

description is given in Figure 4.10.

Let us assume that I is a truth assignment that satisfies all clauses in T u and that we

select an atom a as the third argument for the procedure Flip. If flipping the value of a does
2In general, Wi could be a w-atom. However, it is computationally more expensive to keep Wi satisfied

all the time if Wi is a general w-atom, as fixing a broken w-atom often requires more than one flip.
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INPUT: T - a simple PLwa theory (T = T u ∪ T nu)
I - current truth assignment
a - an atom chosen to flip

OUTPUT: I - updated I after a is flipped
BEGIN
1. If a occurs in a clause in T u and flipping a will break it then
2. pick an atom b in the clause such that flipping it will fix the clause;
3. I ← I b̄;
4. End if
5. I ← I ā;
6. return I;
END

Figure 4.10: Algorithm Flip(T, I, a)

not violate any unit clause in T u, the procedure Flip(T, I, a) returns the truth assignment

obtained from I by flipping the value of a. Otherwise, since the c-atoms forming the

clauses in T u are pairwise disjoint, there is exactly one clause in T u, say W , that becomes

unsatisfied when the value of a is flipped. In this case, clearly, a ∈ W .

We proceed now as follows. We find in W an atom, say b, such that flipping both a and

b makes W satisfied. Such b exists because W is neither trivial nor simplifiable. Clearly, by

performing this double flip we maintain the property that all clauses in T u are still satisfied.

Indeed all clauses in T u other than W are not affected by the flips (these clauses contain

neither a nor b).

We implement one instance of wsat(cc)-generic using the double flip procedure, which

uses the SKC heuristic to pick atoms a and b. We call it wsat(wa)-df .

Finally, we want to point out that we could extend the T u to the case where each unit

clause is formed by a w-atom. However, in general, we need to flip a set of atoms to main-

tain the truth value of a w-atom if flipping a will make it unsatisfied. We will investigate

ways of finding such set of atoms in our future work.

Copyright c© Lengning Liu 2006
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Chapter 5

Experimental results

In this chapter, we conduct experimental study on the implementations of the solvers we

have proposed so far. To be precise, we implement the following solvers:

1. pbmodels: a family of solvers that compute stable models of lparse-programs via

different PB solvers and PLwa solvers. The PB solvers we use in this chapter are:

satzoo [45], pbs [1], and wsatoip [132]. The first two are complete PB solvers while

the last one is an incomplete PB solver based on WSAT [123] local search algorithm.

We also plug our PLwa solvers showed below into pbmodels .

2. wsat(wa): a family of SLS solvers that compute models of PLwa-theories. There are

three of them: wsat(wa)-skc, wsat(wa)-rnp, and wsat(wa)-df .

We compare pbmodels to smodels , the existing native solver that computes stable mod-

els of lparse-programs [125]. We test them on instances of six NP -search problems. The

results show that pbmodels performs better than smodels on instances of five problems and

is comparable to smodels on instances of the last problem.

The architecture of pbmodels allows the use of SLS PB and PLwa solvers as the back-

end computing engine. The experimental results also show that pbmodels with SLS solvers

outperforms smodels significantly in instances of four problems that have solutions.

With the development of PB solvers [96], we expect that pbmodels’ performance will

be improved as well.

The development of wsat(wa) solvers was motivated by the fact that direct PLwa

solvers fit better in the pbmodels architecture than PB solvers. In this chapter, we also show

that performance-wise, wsat(wa) performs better than SLS PB solvers on instances of six

NP -search problems. In particular, three of these problems require the use of boolean com-

binations of PB -constraints in their PLwa encodings. They do not have straight-forward
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encodings as sets of PB -constraints. Therefore, SLS PB solvers suffer from the overhead

caused by the transformation from PLwa theories into PB -theories.

The chapter is organized as follows: in Section 5.1 we describe the setup of our experi-

ments and the comparison measures we focus on; in Section 5.2, we show the experimental

results of comparing pbmodels to lparse-program solvers; in Section 5.3, we show experi-

mental results of comparing wsat(wa) to SLS PB solvers.

5.1 Experiment setup

We use four identical machines in all of our experiments. Each of these machines is

equipped with a Pentium 4 3.2GHz CPU, 1GB memory, running Linux with kernel ver-

sion 2.6.10. The compiler we use to compile the source codes of solvers is gcc 3.3.4 1.

For smodels and cmodels , we use the default compilation flags provided by the software

packages. For our solvers, we compile them with the following two flags: “-Wall -O3”.

We set the run-time parameters of each solver we test to its default values except for

SLS solvers. For SLS solvers, command-line parameters such as MAX-TRY, MAX-FLIP,

and p(the noise ratio) greatly affect their performance. In Section 4.2, we perform a sys-

tematic experimental study on the performance of SLS solvers with different values of the

parameters, especially with different values of the noise ratio. In testing pbmodels com-

bined with SLS solvers, however, for simplicity, we only use the values of those parameters

that give the best performance to the SLS solvers.

The general schema of our experiments is as follows:

1. We choose several benchmark problems from domains such as graph theory, puz-

zles, and planning. For each benchmark problem, we generate a family of random

instances, or otherwise, when there is no easy way to generate random instances,

we pick a family of determined instances. The lparse and PLwa encodings of these

problem are given in Appendix A.

1We could not obtain the source code of wsat(oip). The binary code we use was obtained from the
author’s website [131].
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2. We set a 1000-second run-time limit to each solver we test. There is no limitation,

other than the physical one, on the memory usage.

All solvers we test report the amount of time they spend to solve an instance. By solving

an instance, we mean either the solver finds a model (or stable model) or it decides that

no models (or stable models) exist. However, the way in which they measure the timing

information is not consistent among these solvers. Some of them report the CPU time, but

others report the wall-time. For a fair comparison, we use the GNU time program (version

1.7) to gather the timing information of all solvers. We report or perform statistical analysis

on the “user time” reported by the GNU time program, which is the CPU time spent by the

solvers.

For comparison, we report the following statistics of all solvers tested for each bench-

mark problem. We first compare the solvers instance by instance. A solver wins in that

instance if the amount of time it uses to solve the instance is the minimum one (no other

solver uses less time). We report, for each benchmark problem, in how many instances a

solver wins. Then we aggregate the timing information of a solver in the family of random

instances by means of the run-time distribution (or RTD for short) instead of the simple

statistical measures such as average or standard deviation.

The reason is that, experiments show that the hardness of instances generated randomly

with fixed parameters varies significantly. Therefore, the run time of a solver solving an

instance, which can be viewed as a random variable, varies significantly as well. In other

words, the probability distribution on the run time has high variance. In this case, simple

statistics such as average run time does not provide enough information about the perfor-

mance of different solvers. Researchers have studied the similar problem in evaluating

stochastic local search solvers. Hoos and Stützle [71] propose that we should use the run-

time distribution as a more accurate and realistic measure of the performance behavior of

local search solvers. They focus on estimating and characterizing the run-time distribution

over a single instance, because the run-time of a local search solver is a random variable

even on a single instance.

We estimate the run-time distribution of a solver over a family of randomly generated
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instances as follows. We run the solver on each instance and record the amount of time it

takes to solve the instance. If a solver does not terminate when the 1000-second time limit

is reached, we say the solver fails to solve this instance. Then we estimate the probability

for a solver S to solve an instance in the family F within time 0 ≤ t ≤ 1000 by the ratio

M/N , where M is the number of instances that are solved by S within time t and N is the

total number of instances in that family. More precisely, PrF
S (T ≤ t) = M/N .

5.2 Comparing pbmodels with lparse-program solvers

In this section, we present our experimental results concerning the performance of pbmodels .

In the experiments we use instances of the following benchmark problems: traveling

salesperson, weighted n-queens, weighted Latin square, magic square, vertex cover,

and towers of Hanoi. The lparse-programs we used for the first four problems involve

general w-atoms. The lparse-programs for the last two problems only use c-atoms.

The experiments compare pbmodels to smodels on several sets of benchmark instances.

In most cases pbmodels outperforms its competitors. We also test cmodels in the experi-

ment because pbmodels is based on the idea of cmodels [7]. However, cmodels does not

perform well in most of the instances: either cmodels times out or it gives a segmentation

fault. The only benchmark problem in which cmodels can solve some instances is the ver-

tex cover problem. Even there, cmodels is outperformed by both smodels and pbmodels

with most of the PB solvers as the back-end search engines.

We now give the description of each benchmark problem we use in our experiments.

1. Traveling salesperson problem (tsp). An instance consists of a weighted complete

graph of n vertices and a bound w. Edge weights and w are non-negative integers. A

solution to an instance is a Hamiltonian cycle whose weight (the sum of the weights

of its edges in the cycle) is less than or equal to w.

We randomly generate 50 weighted complete graphs with 20 vertices. The weight of

each edge is chosen uniformly from the range [1..19]. By setting w to 100 we obtain

an “easy” set, denoted by TSP-e, of 50 instances (the bound is high enough for every
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instance in the set to have a solution). We also create another set, denoted by TSP-h,

of 50 instances from the same collection of graphs by setting w to 62. This set is

“harder” as the constraint on the weight of the cycle is stronger. Consequently, we

find solutions only for about half of these instances. For the remaining ones we either

determine that they do not have solutions or none of the solvers we test terminated

with success within the time limit of 1000 seconds.

2. Weighted n-queens problem (wnq). An instance consists of a weighted n × n

chess board and a bound w. All weights and the bound are non-negative integers. A

solution to an instance is a placement of n queens on the chess board so that

• no queen attacks another, and

• the weight of the placement (the sum of the weights of the squares with queens)

is not greater than w.

We randomly generate 50 weighted chess boards of the size 20 × 20 (each chess

board is associated with a set of 20× 20 weights wi,j , 1 ≤ i, j ≤ 20, which is chosen

uniformly from the range [1..19]). We then create two sets of instances, easy and

hard, by setting the bound w to 70 and 50, respectively. We denote the two sets of

instances wnq-e and wnq-h respectively.

3. Weighted Latin square problem (wlsq). An instance consists of an n × n array

W and a bound w. All entries in W and the bound w are non-negative integers. A

solution to an instance is an n× n array L with all entries from {1, . . . , n} and such

that

• each element in {1, . . . , n} occurs exactly once in each row and each column

in the array L, and

•
∑n

i=1

∑n
j=1 L[i, j]×W [i, j] ≤ w.

We randomly generate 50 arrays W of size 10× 10 with values uniformly randomly
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chosen from the range [1..10]. Again we create two families of instances, easy (wlsq-

e) and hard (wlsq-h), by setting w to 280 and 225, respectively.

4. Magic square problem (msq). An instance consists of a positive integer n. The

goal is to construct an n × n array using each integer 1, . . . n2 as an entry in the

array exactly once in such a way that entries in each row, each column and in both

main diagonals sum up to n(n2 +1)/2. For the experiments we use the magic square

problem for n = 4, 5 and 6.

5. Vertex cover problem (vcov). An instance consists of graph of n vertices and m

edges, and a non-negative integer k — a bound. A solution to the instance is a subset

of vertices of the graph with no more than k vertices and such that at least one end

vertex of every edge of the graph is in the subset.

We choose the vertex cover problem for experiments for two reasons. First, the

most direct encoding of the problem uses cardinality constraints only. While the

way cmodels complies away weight atoms is not very effective, it generally handles

cardinality atoms quite well. Thus, we could perform meaningful tests of cmodels

on programs encoding instances of that problem. Second, we expect the programs

encoding instances of the vertex cover problem to be challenging for cmodels . The

difficulty is due to the fact that the upper bound in the cardinality atom in these

programs may be quite large and require superlinear representations as CNF theories.

We randomly generate 50 graphs each with 80 vertices and 400 edges. For each

graph, we set k to be a smallest integer such that a vertex cover with that many

elements still exists.

6. Towers of Hanoi problem (toh). This is a generalization of the original problem.

We consider the case with six disks. An instance consists of an initial configuration

of disks that satisfies the constraint of the problem (larger disk must not be on top of

a smaller one). These configurations were selected so that they were 31, 36, 41, 63

steps away from the goal configuration, respectively. We also consider a standard
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Benchmark smodels pbmodels-satzoo pbmodels-pbs
magic square (4× 4) 1.36 1.70 2.41
magic square (5× 5) > 1000 28.13 0.31
magic square (6× 6) > 1000 75.58 > 1000

towers of Hanoi (d = 6, t = 31) 16.19 18.47 1.44
towers of Hanoi (d = 6, t = 36) 32.21 31.72 1.54
towers of Hanoi (d = 6, t = 41) 296.32 49.90 3.12
towers of Hanoi (d = 6, t = 63) > 1000 > 1000 3.67
towers of Hanoi (d = 7, t = 127) > 1000 > 1000 22.83

Table 5.1: pbmodels v.s. smodels: Magic square and towers of Hanoi problems

version of the problem with seven disks, in which the initial configuration is 127

steps away from the goal.

In order to test pbmodels and smodels , we encode the constraints of each benchmark

problem along with the instances we generate as lparse logic programs. Those families of

lparse-programs form inputs to pbmodels and smodels .

In the tests, we use pbmodels with the following four PB and PLwa solvers: satzoo

[45], pbs [1], wsat(oip) [132], and wsat(wa). As we have mentioned, we use default values

of the command-line parameters of each solver. For wsat(wa), we only report the result

of wsat(wa)-rnp implementation as wsat(wa)-rnp performs better than wsat(wa)-skc in

these benchmark problems. For both wsat(wa)-rnp and wsat(oip), we set their command-

line parameters to the values that give them the best performance. That is, we set MAX-

TRY to 10, MAX-FLIP to 2,000,000, and p to 0.1.

In the figures and tables below we report results from our experiments.

We first show the results for the magic square and towers of Hanoi problems in Table

5.1. For each solver and each instance we report the corresponding running time in seconds.

Both pbmodels-satzoo and pbmodels-pbs perform better than smodels on programs

obtained by encoding instances of both problems. We observe that pbmodels-pbs performs

exceptionally well in the tower of Hanoi problem. It is the only solver that can compute a

plan for 7 disks, which requires 127 steps. Despite the fact that the tower of Hanoi problem

involves only cardinality constraints, cmodels times out on every instance we tested. Local-
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# of SAT instances # of UNSAT instances # of UNKNOWN instances
TSP-e 50 0 0
TSP-h 31 1 18
wnq-e 49 0 1
wnq-h 29 0 21
wlsq-e 45 4 1
wlsq-h 8 41 1
vtxcov 50 0 0

Table 5.2: pbmodels v.s. smodels: Summary of Instances

smodels pbmodels-satzoo pbmodels-pbs
TSP-e 45/17 50/30 18/3
TSP-h 7/3 16/14 0/0
wnq-e 11/5 26/23 0/0
wnq-h 2/2 0/0 0/0
wlsq-e 21/1 49/29 46/19
wlsq-h 0/0 47/26 47/23
vtxcov 50/40 50/1 47/3

sum over all 136/68 238/123 158/48

Table 5.3: pbmodels v.s. smodels: Summary on all instances

search solvers were unable to solve any of the instances in the two problems and so are not

included in the table.

For the remaining four problems, we use 50-element families of instances, which we

generate randomly in the way discussed above. We study the performance of complete

solvers (smodels , pbmodels-satzoo and pbmodels-pbs) on all instances. We then include

local-search solvers (pbmodels-wsatcc and pbmodels-wsatoip) in the comparisons but re-

strict attention only to instances that were determined to be satisfiable (as local-search

solvers are, by their design, unable to decide unsatisfiability). In Table 5.2, for each family

we list how many of its instances are satisfiable, unsatisfiable, and for how many of the

instances none of the solvers we test was able to decide satisfiability.

In Table 5.3, for each of the seven families of instances and for each complete solver,

we report two values s/w, where s is the number of instances solved by the solver and w

is the number of times it won in the test (the fastest among the three).

The results in Table 5.3 show that overall pbmodels-satzoo solved more instances than

pbmodels-pbs , followed by smodels . When we look at the number of times a solver was
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smodels pbmodels-satzoo pbmodels-pbs pbmodels-wsat(wa)-rnp pbmodels-wsatoip
TSP-e 45/3 50/5 18/2 32/7 47/34
TSP-h 7/0 16/2 0/0 19/6 28/22
wnq-e 11/0 26/0 0/0 49/45 49/4
wnq-h 2/0 0/0 0/0 29/15 29/14
wlsq-e 21/0 45/0 44/0 45/33 45/14
wlsq-h 0/0 7/0 8/0 7/1 8/7
vtxcov 50/0 50/0 47/0 50/36 50/15

sum over all 136/3 194/7 117/2 231/143 256/110

Table 5.4: pbmodels v.s. smodels: Summary on SAT instances

the fastest one, pbmodels-satzoo was a clear winner overall, followed by smodels and

then by pbmodels-pbs . Looking at the seven families of tests individually, we see that

pbmodels-satzoo performs better than the other two solvers on five of the families. On

the other two smodels was the best performer (although, it is a clear winner only on the

vertex-cover benchmark; all solvers were essentially ineffective on the wnq-h).

We also study the performance of pbmodels combined with local-search solvers wsat(wa)

and wsat(oip) [132]. For this study, we consider only those instances in the seven families

that we knew were satisfiable. Table 5.4 presents results for all solvers we study (including

the complete ones). As before, each entry provides a pair of numbers s/w, where s is the

number of solved instances and w is the number of times the solver performs better than its

competitors.

The results show superior performance of pbmodels combined with local-search solvers.

They solve more instances than complete solvers (including smodels). In addition, they are

significantly faster, winning much more frequently than complete solvers do (complete

solvers were faster only on 12 instances, while local-search solvers were faster on 253

instances).

Our results demonstrate that pbmodels with solvers of pseudo-boolean constraints out-

performs smodels on several types of search problems involving pseudo-boolean (weight)

constraints.

Next, we discuss our observations based on the RTDs of these solvers in the experiment.

These RTDs further confirm our observations. All the RTD plots are presented in Appendix
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B.

According to those figures:

1. We observe that the run-time distribution of pbmodels with satzoo is consistently

above that of smodels in five out of seven families of instances. That implies pbmodels

with satzoo performs better than smodels in those five families. In the weighted latin

square hard instance family, smodels only outperforms pbmodels with satzoo by less

than 0.05% when t ≥ 750. Therefore, smodels does not have a significant win in this

family of instances.

2. The difference between the run-time distribution of smodels and that of pbmodels

with satzoo increases when the family of instances changes from the easy one to the

hard one in the TSP and weighted latin square problems. It shows that smodels

does not scale well in those two problems as instances become hard.

3. Smodels is outperformed by pbmodels with PB solvers, especially with local search

PB solvers. We also have experiments that show pbmodels with local search PB

solvers scales better than smodels when the size of the instances increases.

4. The vertex cover family is the only one in which cmodels could solve some in-

stances. From the run-time distribution of cmodels , we observe that cmodels is

consistently worse than PB with wsat(oip), wsat(wa) and satzoo and worse than

smodels . This observation supports our conjecture that the compilation of cardinal-

ity constraints with large bounds (such as the one in the vertex cover problem) has

an adverse effect the performance of solvers that require that step.

5.3 Comparing wsat(wa) with PB SAT solvers

In this section, we further test the implementations of our algorithms on PLwa-theories

encoding instances of six search problems.

Solvers for PLwa-theories are important both because pbmodels uses PLwa as the target

logic for computing the completion and the loop formulas and because logic PLwa itself is
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an effective declarative programming formalism that subsumes logic PB . In other words,

we can use PLwa-theories directly to model search problems, without the need to start from

logic programs and go through the completion and the loop formula construction. We have

illustrated how to model a search problem directly in logic PLwa in Section 3.5, Chapter 3.

Consequently, wsat(wa) is also an independent computational tool by which we can solve

search problems directly encoded as PLwa-theories. Therefore, it is important to see how

well wsat(wa) performs.

We compare the performance of our solvers to that of wsat(oip) [132], the only known

SLS PB solver in the literature. We show that our solvers designed directly for PLwa-

theories perform better than wsat(oip), which requires non-trivial transformation from

PLwa-theories into PB -theories. This result implies that the development of direct PLwa

solvers is important and, potentially, will improve the performance of pbmodels as well.

We now discuss our experiments in detail. First, let us take a look at the six search

problems we use in this section:

1. Vertex-cover problem (vcov). The problem is the same as vcov problem defined in

Section 5.2. There, in order to test complete solvers, we did not use large graphs. In

this section, we are testing SLS solvers. Thus we generate 50 random graphs of 2000

vertices and 4000 edges. For each graph, we then select a relatively small integer as

the bound for the size of the vertex cover in such a way that the problem still had a

solution.

2. Traveling salesperson problem (tsp). The problem is the same as the one defined

in Section 5.2. In this experiment, we generate 50 random weighted complete graphs

of 40 vertices. The weight of each edge is uniformly chosen from the range [1..39].

Then for each instance, we then select a relatively small integer as the TSP bound in

such a way that the problem still had a solution.

3. Bounded spanning tree problem (bst). Let G = (V, E) be an undirected graph and

w a positive integer. Each edge {x, y} ∈ E has a weight wx,y ≥ 0. The goal is to

find a spanning tree T of G such that for each vertex x ∈ V , the sum of the weights
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of all edges in T incident to x is at most w.

We generate 50 random graphs of 30 vertices and 240 edges. The weight of each

edge is uniformly chosen from the range [1..29]. We set w to 15 so that all instances

are satisfiable.

4. Weighted k-coloring problem (wcol) This is a variant of the graph k-coloring prob-

lem. In this variant, we assign weights to edges in the graph. That is, each edge

{u, v} has a non-negative weight denoted by wu,v. We then require that 1) for each

color the sum of weights of edges whose two ends receive the same color is at most

p; and 2) there exists at least one color such that the sum of weights of edges whose

two ends receive that color at the same time is at least q.

5. Weighted dominating set problem (wdm). The problem is defined earlier in Chap-

ter 1.

We generate 50 random graphs of 500 vertices and 2000 edges. The weight of each

edge is generated uniformly from [1..19]. The value of w is set to 40 and k to 330 so

that all instances we generate are satisfiable.

6. Weighted n-queens problem with distance constraint (dwnq). This problem is a

variant of the weighted n-queens problem we have introduced in Section 5.2. Every

square (i, j) on an n × n chess board has a weight wi,j ≥ 0. Given two integers

w ≥ 0 and d ≥ 0, the goal is to find an arrangement of n queens on the board so

that 1) no two queens attack each other; 2) the sum of weights of the squares with

queens does not exceed w; and 3) for each queen Q, there is at least one queen Q′ in

a neighboring row or column such that the Manhattan distance between Q and Q′ is

greater than or equal to d.

We generate 50 random weighted 20 × 20 chess boards, where the weights are uni-

formly chosen from range [1..19]. The value of w is set to 80 and d to 10. All

instances we generate are satisfiable.

We use the first two problems in testing pbmodels as well. However, the instances
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we generate in this section are different from those generated in the previous section.

The reason is that those instances generated in the previous section are too easy for SLS

solvers. The other four problems are new. The bst problem is interesting in itself. The

other three problems involve boolean combinations of PB -constraints that do not have a

straight-forward encoding in PB .

We present the PLwa-theory encoding an instance of the problem wdm earlier in the

thesis. Encodings for other problems can be found in Appendix A. We note that:

1. Theories for the vcov problem consist only of strict pb-constraints and are accepted

directly by our programs and wsat(oip). Thus, they can be processed without any

modifications by our programs as well as by solvers of strict pb-constraints.

2. Theories for the tsp problem and the bst problem contain formulas which are not

strict pb-constraints. However, these formulas have simple representations as one

or two strict pb-constraints and do not require the help of new atoms. In experi-

ments, we use original encodings with our algorithms and transformed encodings

with wsat(oip).

3. Theories encoding instances of the last three problems consist of non-unary PLwa-

clauses. To avoid a blow-up in the size of representation, when expressing these

clauses in terms of sets of pb-constraints, we need to introduce new atoms. As be-

fore, we use original encodings with our algorithms and transformed encodings with

wsat(oip).

Since the choice of the noise ratio p often has strong effect on the performance of

wsat(wa)-rnp, we test all methods with 9 different noise ratios 0.1, 0.2, . . . , 0.9. For com-

parisons, we use results obtained with the best value of p for each method.

For each instance, we ran each solver in one try, with the maximum number of flips set

so that to guarantee the unsuccessful try does not end prior to the 1000-second limit. We

set other parameters of each solver to their default settings.

We first present a summary of all experiments in Table 5.5. It shows two values in the

form s/w. Value s denotes the number of instances a solver solved in a family of instances.
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wsat(wa)-skc wsat(wa)-rnp wsat(wa)-df wsat(oip)
vcov 30/0 48/35 47/10 42/4
tsp 1/0 50/48 NA 50/2
bst 50/10 50/41 NA 50/0

wcol 50/0 50/0 50/49 1/1
wdm 49/25 50/26 49/0 4/0
dwnq 50/38 46/11 NA 2/0

Table 5.5: wsat(wa) v.s. wsat(oip): summary on all instances

Value w denotes the number of instances that it solves with the shortest amount of time

among all solvers we tested.

These results demonstrate the superiority of our methods over wsat(oip) on the in-

stances we use in experiments. Of the two methods we proposed, wsat(wa)-rnp per-

forms better in three out of four problems, with wsat(wa)-skc being significantly better

for the remaining one. We emphasize that our algorithms perform better than wsat(oip)

even for problems that were encoded directly as sets of strict pb-constraints or required

only small and simple modifications (problems vcov and bst). There is only one excep-

tion: for the problem vcov wsat(oip) outperforms wsat(wa)-skc (but is outperformed by

wsat(wa)-rnp).

We now present RTD graphs for the problems bst and wdm problem. RTDs for other

problems can be found in Appendix C. Figure 5.1 shows that wsat(wa)-rnp performs the

best.
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Figure 5.1: RTDs on the bst problem
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Figure 5.2: RTDs on the wdm problem
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Figure 5.2 shows that wsat(oip) is not effective. It also shows that wsat(wa)-skc has

a higher probability of solving easy instances (instances that can be solved in up to about

8 seconds). Then wsat(wa)-rnp catches up and the performance of the two algorithms is

very similar, with wsat(wa)-rnp being slightly better (in fact, it is the only algorithm that

solves all instances in the family).

Finally, we discuss the robustness of a local search solver with respect to the noise

ratio. The noise ratio is an important parameter to all wsat-like solvers. Experiments show

that the behavior of a wsat-like solver, measured by its run-time distribution, on some input

theories may vary significantly if the noise ratio is changed slighted. Furthermore, to solve

different input theories, a solver may need different noise ratios to achieve its best behavior.

Therefore, setting the noise ratio is not a trivial task.

A local search solver is robust on an instance P with respect to the noise ration if

its run-time distribution on P does not depend on the value of the noise ratio. A robust

solver makes the task of choosing the best noise ratio easier. We note that researchers [69]

have studied the problem of learning the best noise ratio by solvers themselves. We do not

address this issue in the dissertation.

To study the robustness of variants of wsat(wa) and wsat(oip), we gather the run-time

distributions of the solvers using nine different noise ratios on a family of test instances.

We construct a 3D plot using these data, where x-axis measures the noise ratio, y-axis

measures the running time, and z-axis measures the probability of solving an instance in

the family. A solver is robust on the family of instances if the plot shows a collection of

similar curves along the x-axis. We need to point out that if a solver is robust it does not

necessarily mean the solver performs well on the instance. For example, a solver can be

completely ineffective (not being able to solve the instance) no matter which noise ratio is

used. Then its run-timing distribution will not change at all when the noise ratio changes.

Figure 5.3 shows the plot for wsat(wa)-skc on the family of instances from the problem

vcov.

We observe that the best run-time distribution of wsat(wa)-skc changes dramatically

when the noise ratio changes from 0.1 to 0.2 and larger. With the noise ratio being 0.1,
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wsat(wa)-skc is able to achieve a peak at 0.6 on the z-axis. When the noise ratio goes

up to 0.2, the peak drops to 0.2. When the noise ratio is greater than 0.2, the curve of the

run-time distribution becomes a line on the x-y surface.

Figure 5.4, 5.5, 5.6 show the plots for wsat(wa)-rnp, wsat(wa)-df , and wsat(oip) on

the same family of instances respectively.
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It is clear that wsat(wa)-rnp is much more robust than wsat(wa)-skc on this family
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of instance. Actually, if we compare Figure 5.4 to Figure 5.5 and 5.6, we observe that

wsat(wa)-rnp is the most robust solver among all four solvers in this family of instances.

Solver wsat(wa)-df is the second most robust solver. wsat(oip) is slightly more robust

than wsat(wa)-skc. However, it becomes completely ineffective when the noise ratio is

greater than 0.3.

The set of data comparing the robustness of the solvers on every family of instances is

given in Appendix D. The conclusion on this comparison is that wsat(wa)-skc is the most

robust solver on these tests, with two exceptions: problem wrcol and problem dwnq. In

problem dwnq, the only robust solver is wsat(oip), which is completely ineffective. We

note that wsat(wa)-df is robust whenever it is applicable.

Copyright c© Lengning Liu 2006
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Chapter 6

Conclusions

We addressed the problem of solving hard search problems. We adopted a declarative pro-

gramming approach. In declarative programming paradigm, we write programs to capture

specifications of problems rather than the control algorithms. In particular, we focused

on logic programming with stable model semantics. In this formalism, we represent con-

straints of problems as a collection of logic program rules, called a logic program, such that

stable models of the logic program are precisely the solutions to the problem. We write the

logic program in a first-order language, where we can use predicates and domain variables.

Then we ground the first-order logic program into a propositional one. Finally we compute

the stable models of the ground logic program.

In this thesis, we focused on ground logic programs and developed theories concerned

with properties of ground logic programs. Researchers have studied normal logic programs

for more than two decades, developing the definition of the stable model semantics and

properties of normal logic programs. In early 2000’s, researchers proposed high-level con-

structs to the language to facilitate the modeling of constraints on sets. One notable such

construct is the weight constraint (or pseudo-boolean constraint), by which we can capture

constraints of the weight of a set in a concise way. We call logic programs with such exten-

sions the lparse programs. Lparse programs are the main objects we investigated in this

thesis.

The goal of this thesis was to develop theories and algorithms to compute stable models

of lparse programs, by which we can solve search problems. Therefore, we first investi-

gated properties of lparse programs. Since researchers proposed lparse programs, most of

the research on lparse programs focuses on extending the stable model semantics to this

setting. Beyond the definition of stable models of lparse programs, we have not seen much

work on their properties.
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In the thesis, we considered an even more general type of logic program than lparse

programs. We considered logic programs built of abstract monotone or convex constraints.

We call such programs mac programs. In particular, lparse programs, with the restriction

that only non-negative integers and positive literals occur in a weight constraint, form a

subclass of mac programs. We applied an algebraic approach under this setting to define

the stable model semantics and to investigate properties of such logic programs. We showed

that concepts, techniques and results from normal logic programming generalize to this

abstract setting of programs with monotone and convex constraints. Our work differs from

related research in the literature because we allow constraints to appear in the heads of

program rules. This difference is significant as the one-step provability operator for mac

programs becomes non-deterministic.

We studied in properties of mac programs that are related to computing stable models

of mac programs. We extended results such as program equivalence, tightness of logic

programs, Fages Lemma, program completion, and loop formulas from normal logic pro-

gramming to this abstract setting. The results we obtained for mac programs specialize to

new results about lparse programs. While characterizations of strong equivalence of lparse

programs were obtained by Turner [129], the characterization of uniform equivalence of

lparse programs implied by Theorem 14 is new.

Specializations to the case of lparse of Theorems 16, 19, 22 and 23, concerning Fages

Lemma, the completion of a program and loop formulas, are also new.

Given these results we developed an implementation of a new software for computing

stable models of lparse programs. The idea is to follow the approach developed in as-

sat [81], and use the results we mentioned above to reduce the problem to that of finding

models of theories that are boolean combinations of pseudo-boolean constraints, for which

several fast solvers exist [38, 82, 87]. We can also convert theories that are boolean combi-

nations of pseudo-boolean constraints into pseudo-boolean SAT instances, for which many

effective PB SAT solvers exist [96].

The new software we developed differs from its ancestors assat and cmodels since it

does not compile away weight atoms from logic programs. Therefore, in many cases, our
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software performs better than both the native stable model solver smodels and compilation-

to-SAT stable model solvers assat and cmodels. Moreover, as the area of PB SAT receives

more and more attention and new faster PB solvers are designed, the scope of the effec-

tiveness of pbmodels will continue expanding because our software can take any PB SAT

solver as the back-end engine in computing stable models.

As a byproduct of our research on lparse programs, we proposed the extension to propo-

sitional logic called logic PLwa , which allows boolean combinations of pseudo-boolean

constraints. This logic is of its own interest because of the use of pseudo-boolean con-

straints. Therefore, we also conducted another line of research to develop solvers for this

new logic in the thesis. In particular, we extended the stochastic local search algorithms

proposed for SAT to this new logic.

That is, we designed a family of extensible SLS algorithms for PLwa theories. The

key idea behind our algorithms is to view a PLwa theory T as a concise representation of

a certain propositional CNF theory cl(T ) logically equivalent to T , and to show that key

parameters needed by SLS solvers developed for CNF theories can be computed on the

basis of T , without the need to build cl(T ) explicitly. Our experiments demonstrate that

our methods are superior to those relying on explicit representations of PLwa clauses as

sets of PB constraints (a.k.a. PB SAT instances) and resorting to off-the-shelf local-search

solvers for PB constraints such as wsat(oip).

We performed extensive experimental study at the end of this dissertation. The results

show that our research has yield two types of solver that are significantly better than existing

solvers in the literature.

There are still open questions in this research that may constitute future investigations:

1. extending our results to disjunctive logic programming with pseudo-boolean con-

straints.

2. defining new type of program equivalence. Current definition of strong or uniform

equivalence is too restrictive. Therefore, it is hard to use these two types of equiv-

alence in practical applications such as program optimization or building libraries.
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We want to weaken the definition of program equivalence, yet still can replace one

program module by another without changing the meaning of the overall program.

3. improving pbmodels algorithm. Current algorithm treats PB solvers as blackboxes.

That is, when a supported but not stable model is found, the algorithm computes

its loop formula, adds it to the theories, and calls the PB solver. The PB solver

in this case will start its search process all from scratch. In other words, the PB

solver loses all the information it gained during previous search processes. We want

to modify pbmodels algorithm so that it treats PB solvers as grayboxes, which can

pause the search process, wait for pbmodels to add loop formulas, and resume the

search process from where it was stopped.

4. finding ways to deal with overflow problem in computing virtual counts in wsat(wa).

As we have mentioned, the virtual counts can cause overflows fairly easily. Since

we only care about the ordering of atoms defined by the virtual counts, we want

to develop effective and fast approximations of virtual counts so that: 1) few or no

overflow will occur when we use the approximations; and 2) they maintain the correct

ordering by the accurate virtual counts.

5. extending wsat(wa) to deal with more types of constraint. As we pointed out in

Chapter 4, the idea of virtual counts can be pushed even further. Given an arbitrary

constraint (not necessarily a PB constraint), as long as we can find an equivalent

propositional logic representation that has a regular structure, we can apply our vir-

tual count computation on this constraint. This extension will enable wsat(wa) to

even more general settings.

Copyright c© Lengning Liu 2006
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Appendix A Lparse and Logic PLwa encodings of the benchmark
problems

We show encodings of the benchmark problems we used in our experiments, the RTD plots

and the comparison of solvers on the robustness in this chapter.

A.1 Vertex cover problem

We build the theory Tvc(G, k) of atoms ini, 1 ≤ i ≤ n, (intended meaning of ini: vertex i

is in a vertex cover) and define it to consist of the following clauses:

VCC1: {in1, . . . , inn}k

VCC2: inp ∨ inr

for every edge (p, r) ∈ E

Clause (VCC1) (a single one) guarantees that at most k vertices are chosen to a vertex

cover. Clauses (VCC2) enforce the main vertex cover constraint. That is, for each edge

(p, r), either p is in the subset or r is in the subset.

The logic program that represents vertex cover problem is similar.

VCR1: {in1, . . . , inn}k ←

VCR2: ← not(inp),not(inr)

for every edge (p, r) ∈ E

Rule (VCR1) is used to guess a subset of vertices of size less than or equal to k. Then

rules (VCR2) ensure the subset we guess from rule (VCR1) is indeed a vertex cover.

A.2 Traveling salesperson problem

To encode the problem as a PLwa-theory, say Ttsp(G, k), we use atoms pi,v and eu,v, where

1 ≤ i ≤ |V | and u, v ∈ V . The atoms pi,v define a permutation of V specifying a Hamil-

tonian cycle. Intuitively, an atom pi,v captures the statement that v is in the position i in

114



the permutation. Auxiliary atoms eu,v are meant to represent the edges {u, v} that form a

selected Hamiltonian cycle. The theory Ttsp(G, k) consists of the following clauses:

TC1: 1[pi,v : v ∈ V ]1

for every i, 1 ≤ i ≤ |V |

TC2: 1[pi,v : 1 ≤ i ≤ |V |]1

for every v ∈ V

TC3: ¬pi,u ∨ ¬pi+1,v ∨ eu,v

for every u, v ∈ V and for every i, 1 ≤ i ≤ n (when incrementing indices by one,

we assume here that n + 1 = 1)

TC4: ¬eu,v ∨ ¬pi,u ∨ pi+1,v

for every u, v ∈ V and for every i, 1 ≤ i ≤ n (as before, we assume that n+1 = 1)

TC5: [eu,v = wu,v : u, v ∈ V ]k

The first two sets (TC1) and (TC2) of clauses together ensure the permutation con-

straints. The second pair of sets (TC3) and (TC4) of clauses define the edges eu,v that form

the Hamiltonian cycle determined by a permutation pi,v. Finally, clause (TC5) enforces the

bound on the length of a cycle.

The logic program Ptsp(G, k) is given as follows:

TR1: 1[pi,v : v ∈ V ]1

for every i, 1 ≤ i ≤ |V |

TR2: 1[pi,v : 1 ≤ i ≤ |V |]1

for every v ∈ V

TR3: eu,v ← pi,u, pi+1,v

for every u, v ∈ V and for every i, 1 ≤ i ≤ n (when incrementing indices by one,

we assume here that n + 1 = 1)

TR4: ← k + 1[eu,v = wu,v : u, v ∈ V ]
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A.3 Bounded spanning tree problem

To build a spanning tree, we pick exactly n − 1 edges from the graph. These edges form

a spanning tree if and only if we can find a permutation of vertices such that the following

property holds:

(ST) for any vertex at position i > 1 in the permutation, there must have exactly one

vertex at position 1 ≤ j < i such that there is a tree edge between them.

Indeed, if these edges form a spanning tree T , then we perform a breadth-first search.

The order in which vertices are visited forms a permutation since the spanning tree connects

all vertices in G. Since vertices in G are connected in T , every vertex at position i > 1

of the permutation has an ancestor. Assume the permutation does not satisfy the property

(ST). Then there exists a position i > 1 such that the vertex u at this position has edges to

more than one vertex at position 1 ≤ j < i. Then one can construct a cycle in this case.

It contradicts the assumption that T is a spanning tree. Therefore the permutation satisfies

the property (ST).

For the other direction, let T be the edges we choose, and let P be the permutation

of vertices that satisfies property (ST). In order to prove the edges in T form a spanning

tree, We need to show that the edges do not form cycles. Assume it is not the case, then

there exists a cycle (v1, . . . , vk) such that vi and vi+1 are connected by an edge in T , for

i = 1, . . . , k and k + 1 = 1. Since vertices v1, . . . , vk appear in the permutation P , without

loss of generality, we assume v1 is the vertex in the cycle that occurs the earliest in the

permutation. Since v2 occurs after v1 in the permutation and there is an edge in T between

v2 and v1, then v3 must occur after v2 because the permutation satisfies property (ST). With

the same reasoning, we infer that vk occurs the last in the permutation. However, since

there is an edge between v1 and vk, vk has two vertices: v1 and vk−1 that occur before it and

have edges in T to vk. It is a contradiction. Therefore, the edges in T form a spanning tree.

To build PLwa-theory, Tbst(G, k), encoding the bounded spanning tree problem, we use

atoms svi,x and tex,y (i = 1, . . . , |V |, x, y ∈ V ). Atoms svi,x establish a permutation of

vertices in G. The intended meaning of tex,y is that edge (x, y) is chosen into the spanning
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tree. In order to model the property (ST) concisely, we view edges represented by tex,y as

directed edges from x to y. Thus the property (ST) can be modified to the following one:

(ST’-1) a vertex at position i > 1 in the permutation has exactly one incoming tree edge

from a vertex at position 1 ≤ j < i;

(ST’-2) if there is a tree edge from x to y, then x appears before y in the permutation.

Once the spanning tree is built, the bound constraint is easy to capture. We include in

Tbst(G, w) the following clauses:

SC1: (n− 1){tex,y : {x, y} ∈ E}(n− 1)

SC2: ¬tex,y

for every non-edge pair {x, y}

SC3: 1{svi,x : x ∈ V }1

for every i = 1, . . . , n

SC4: 1{svi,x : i = 1, . . . n}1

for every x ∈ V

SC5: ¬svi,y ∨ C

where C = 1{tez,y : ∀z, {z, y} ∈ E}1

for every i > 1 and y ∈ V

SC6: ¬svi,x ∨ ¬svj,y ∨ ¬tex,y

for every 1 ≤ j < i ≤ n and x, y ∈ V

SC7: {tex,y = wx,y : ∀x, z, {x, y} ∈ E}w

for all y ∈ V

It is clear that clauses (SC1) and (SC2) enforce that exactly n − 1 edges are chosen

into the spanning tree. Clauses (SC3) and (SC4) generate a permutation of all vertices

in G. Clauses (SC5) capture the property (ST’-1) and clauses (SC6) capture the property

(ST’-2). Finally clauses (SC7) ensure the weight bound constraint on each vertex.
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Now we give an lparse-program that represents the same problem. We use the same

set of atoms that occur in PLwa-theory Tbst(G, k). The lparse-program Pbst(G, k) contains

the following rules:

SR1: (n− 1){tex,y : {x, y} ∈ E}(n− 1)←

SR2: 1{svi,x : x ∈ V }1←

for every i = 1, . . . , n

SR3: 1{svi,x : i = 1, . . . n}1←

for every x ∈ V

SR4: C ← svi,y

where C = 1{tez,y : ∀z, {z, y} ∈ E}1

for every i > 1 and y ∈ V

SR5: ← svi,x, svj,y, tex,y

for every 1 ≤ j < i ≤ n and x, y ∈ V

SR6: ← w + 1{tex,y = wx,y : ∀x, z, {x, y} ∈ E}

for all y ∈ V

The lparse-program Pbst(G, k) is almost the same as the PLwa theory Tbst(G, k). The

only exception is that clauses (SC2) do not have a correspondence in program Pbst(G, k).

The reason is that the only ways to derive atoms tex,y are through rules (SR1) and (SR4).

They have restricted that only those tex,y’s such that {x, y} is an edge in G could ever be

derived (or assigned value t in any stable model).

A.4 Weighted k-coloring problem

We use the following PLwa-theory Tpcol to represent the weighted relaxed k-coloring prob-

lem. We introduce a set of propositional atoms: ci,c and ei,j,c, where 1 ≤ i, j ≤ n and

1 ≤ c ≤ k. The intended meaning of ci,c is that vertex i has color c, and the intended

meaning of ei,j,c is the two ends of edge (i, j) receive the same color c.

CC1: 1{ci,1, . . . , ci,k}1
for every i, 1 ≤ i ≤ n.
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CC2: ¬ci,c ∨ ¬cj,c ∨ ei,j,c

for every edge {i, j} in the graph and every color 1 ≤ c ≤ k

CC3: ¬ei,j,c ∨ ci,c

for every edge {i, j} and every color 1 ≤ c ≤ k

CC4: ¬ei,j,c ∨ cj,c

for every edge {i, j} and every color 1 ≤ c ≤ k

CC5: ¬ei,j,c

for every non-edge pair {i, j} and every color 1 ≤ c ≤ k

CC6: [ei,j,c = wi,j : {i, j} ∈ E]p
for every color 1 ≤ c ≤ k

CC7: W1 ∨ . . . ∨Wk

where Wx = q[ei,j,cx = wi,j : {i, j} ∈ E]
for x = 1, . . . , k

Clauses (CC1) ensure that every vertex obtains exactly one color. Clauses (CC2) to

(CC5) enforce that ei,j,c is t if and only if {i, j} is an edge whose two ends receive the

same color c. Clauses (CC6) ensure the constraint 1) of the problem. Finally, clause (CC7)

ensures the constraint 2) of the problem.

Now let us take a look at the logic program encoding for the same variant.

CR1: 1{ci,1, . . . , ci,k}1←

for every i, 1 ≤ i ≤ n

CR2: ei,j,c ← ci,c, cj,c

for every edge {i, j} in the graph and every color 1 ≤ c ≤ k

CR3: ← p + 1[ei,j,c = wi,j : (i, j) ∈ E]

for every color 1 ≤ c ≤ k

CR4: ← W1, . . . ,Wk

where Wx = [ei,j,cx = wi,j : {i, j} ∈ E]q − 1

for x = 1, . . . , k

Rules (CR1) ensure that every vertex obtains exactly one color. Rules (CR2) compute

the edge coloring. Rules (CR3) and (CR4) ensure two constraints of the problem.
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A.5 W -Dominating set problem

To construct a theory Tdm(G, k, w) encoding the w-dominating-set problem we use atoms

of the form ini, i ∈ V (this time, ini stands for: vertex i is in a dominating set). Theory

Tdm(G, k, w) consists of the following clauses:

DC1: ini ∨W1 ∨W2

for every i ∈ V , where

W1 = w[iny = wi,y : (i, y) ∈ E], and

W2 = w[inz = wz,i : (z, i) ∈ E]

DC2: {ini : i ∈ V }k

Clauses (DC1) enforce the defining constraint for the w-dominating set problem. Clause

(DC2) guarantees that a selected subset has at most k vertices.

The logic program Pdm(G, k, w) that represents the w-dominating set problem is given

below:

DR1: ← not(ini), W1, W2

for every i ∈ V , where

W1 = [iny = wi,y : (i, y) ∈ E]w − 1, and

W2 = [inz = wz,i : (z, i) ∈ E]w − 1

DR2: {ini : i ∈ V }k

A.6 Weighted n-queens problem

In the PLwa-theory Twnq(n, k), encoding this problem, we use propositional atoms qi,j ,

1 ≤ i, j ≤ n, to represent occupied blocks: intuitively, qi,j is true if and only if the square

(i, j) has a queen. The theory Twnq(n, k) consists of the following clauses:

QC1: 1{qi,1, . . . , qi,n}1

for every i, 1 ≤ i ≤ n

120



QC2: 1{q1,j, . . . , qn,j}1

for every j, 1 ≤ j ≤ n

QC3: ¬qi,j ∨ ¬qk,l

for every i, j, k, l such that 1 ≤ i < k ≤ n, 1 ≤ j, l ≤ n and abs(i−k) = abs(j− l)

QC4: [qi,j = wi,j : 1 ≤ i, j ≤ n]k

Clauses (QC1) ensure that no row contains two or more queens. Similarly clauses

(QC2) ensure that no column contains two or more queens. Clauses (QC3) ensure that no

diagonal contains two or more queens. The last clause (QC4) enforces the upper bound

constraint on the sum of weights of occupied squares.

The following logic program Pwnq(n, k) represents the same problem.

QR1: 1{qi,1, . . . , qi,n}1←

for every i, 1 ≤ i ≤ n

QR2: 1{q1,j, . . . , qn,j}1←

for every j, 1 ≤ j ≤ n

QR3: ← qi,j ∧ qk,l

for every i, j, k, l such that 1 ≤ i < k ≤ n, 1 ≤ j, l ≤ n and abs(i−k) = abs(j− l)

QR4: ← k + 1[qi,j = wi,j : 1 ≤ i, j ≤ n]

A.7 Weighted n-queens problem with distance constraint

Now we define a logic PLwa-theory Tdwnq(n, k, d) that represents this problem. In addition

to the set of atoms qi,j , we use atoms mdux,y,z, mddx,y,z, mdlx,y,z, and mdrx,y,z to denote

the Manhattan distance from queen in position (x, y) to its neighbors in row x − 1, row

x + 1, column y − 1, column y + 1 respectively.

DQC1: 1{qi,1, . . . , qi,n}1

for every i, 1 ≤ i ≤ n
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DQC2: 1{q1,j, . . . , qn,j}1

for every j, 1 ≤ j ≤ n

DQC3: ¬qi,j ∨ ¬qk,l

for every i, j, k, l such that 1 ≤ i < k ≤ n, 1 ≤ j, l ≤ n and abs(i−k) = abs(j−l)

DQC4: [qi,j = wi,j : 1 ≤ i, j ≤ n]k

DQC5: ¬qx,y ∨ ¬qx−1,w ∨mdux,y,z

for every 1 < x ≤ n, 1 ≤ y, w ≤ n and z = |w − y|+ 1

DQC6: ¬mdux,y,z ∨ qx,y

for every 1 ≤ x, y, z ≤ n

DQC7: ¬mdux,y,z ∨ qu,v ∨ qu,w

for every 1 ≤ x, y, z ≤ n and u = x− 1 ≥ 0, v = y + z ≤ n, 1 ≤ y − z

DQC8: ¬qx,y ∨ ¬qx+1,w ∨mddx,y,z

for every 1 ≤ x < n, 1 ≤ y, w ≤ n and z = |w − y|+ 1

DQC9: ¬mddx,y,z ∨ qx,y

for every 1 ≤ x, y, z ≤ n

DQC10: ¬mddx,y,z ∨ qu,v ∨ qu,w

for every 1 ≤ x, y, z ≤ n and u = x + 1 ≤ n, v = y + z ≤ n, 1 ≤ y − z

DQC11: ¬qx,y ∨ ¬qw,y−1 ∨mdlx,y,z

for every 1 < y ≤ n, 1 ≤ x, w ≤ n and z = |w − x|+ 1

DQC12: ¬mdlx,y,z ∨ qx,y

for every 1 ≤ x, y, z ≤ n

DQC13: ¬mdlx,y,z ∨ qv,u ∨ qw,u

for every 1 ≤ x, y, z ≤ n and u = y − 1 ≥ 0, v = x + z ≤ n, 1 ≤ x− z

DQC14: ¬qx,y ∨ ¬qw,y+1 ∨mdrx,y,z

for every 1 ≤ y < n, 1 ≤ x, w ≤ n and z = |w − x|+ 1

DQC15: ¬mdrx,y,z ∨ qx,y

for every 1 ≤ x, y, z ≤ n
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DQC16: ¬mdrx,y,z ∨ qu,v ∨ qu,w

for every 1 ≤ x, y, z ≤ n and u = y + 1 ≤ n, v = x + z ≤ n, 1 ≤ x− z

DQC17: ¬qx,y ∨W1 ∨W2 ∨W3 ∨W4

where W1 = d[mdux,y,z = z : 1 ≤ z ≤ n]

W2 = d[mddx,y,z = z : 1 ≤ z ≤ n]

W3 = d[mdlx,y,z = z : 1 ≤ z ≤ n] and

W4 = d[mdrx,y,z = z : 1 ≤ z ≤ n]

for every 1 ≤ x, y ≤ n

Clauses (DQC1) to (DQC4) are from the original weighted n-queens theory. Clauses

(DQC5) to (DQC7) define atoms wdux,y,z. That is, wdux,y,z is t if and only if qx,y is t and

qx−1,w is t such that z = |y − w| + 1. Similarly clauses (DQC8) to (DQC10), (DQC11)

to (DQC13), and (DQC14) to (DQC16) define atoms wddx,y,z, wdlx,y,z, and wdrx,y,z re-

spectively. The last set of clauses (DQC17) ensure that, for each queen, at least one of its

neighbors has distance at least d from it.

Now we define logic program Pdwnq(n, k, d) that represents the same problem:

DQR1: 1{qi,1, . . . , qi,n}1

for every i, 1 ≤ i ≤ n

DQR2: 1{q1,j, . . . , qn,j}1

for every j, 1 ≤ j ≤ n

DQR3: ← qi,j, qk,l

for every i, j, k, l such that 1 ≤ i < k ≤ n, 1 ≤ j, l ≤ n and abs(i−k) = abs(j−l)

DQR4: ← k + 1[qi,j = wi,j : 1 ≤ i, j ≤ n]

DQR5: mdux,y,z ← qx,y, qx−1,w

for every 1 < x ≤ n, 1 ≤ y, w ≤ n and z = |w − y|+ 1

DQR6: mddx,y,z ← qx,y, qx+1,w

for every 1 ≤ x < n, 1 ≤ y, w ≤ n and z = |w − y|+ 1
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DQR7: mdlx,y,z ← qx,y, qw,y−1

for every 1 < y ≤ n, 1 ≤ x, w ≤ n and z = |w − x|+ 1

DQR8: mdrx,y,z ← qx,y, qw,y+1

for every 1 ≤ y < n, 1 ≤ x, w ≤ n and z = |w − x|+ 1

DQR9: ← qx,y, W1, W2, W3, W4

where W1 = [mdux,y,z = z : 1 ≤ z ≤ n]d− 1

W2 = [mddx,y,z = z : 1 ≤ z ≤ n]d− 1

W3 = [mdlx,y,z = z : 1 ≤ z ≤ n]d− 1 and

W4 = [mdrx,y,z = z : 1 ≤ z ≤ n]d− 1

for every 1 ≤ x, y ≤ n
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Appendix B RTDs: pbmodels v.s. smodels
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Figure B.1: pbmodels v.s. lparse: tsp-e
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Figure B.2: pbmodels v.s. lparse: tsp-h
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Figure B.3: pbmodels v.s. lparse: wnq-e
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Figure B.4: pbmodels v.s. lparse: wnq-h
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Figure B.5: pbmodels v.s. lparse: wls-e
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Figure B.6: pbmodels v.s. lparse: wls-h
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Appendix C RTDs: wsat(wa) v.s. wsat(oip)
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Figure C.1: wsat(wa) v.s. wsat(oip): vcov
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Appendix D Robustness w.r.t. the noise ratio

D.1 On vcov instances
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Figure D.3: vcov : wsat(wa)-df
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D.2 On wvcov instances
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D.3 On tsp instances
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D.4 On bst instances
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Figure D.9: bst : wsat(wa)-skc
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Figure D.11: bst : wsat(oip)
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D.5 On wrcol instances
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Figure D.12: wrcol : wsat(wa)-skc
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Figure D.13: wrcol : wsat(wa)-rnp
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Figure D.14: wrcol : wsat(wa)-df
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D.6 On wdm instances
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Figure D.16: wdm: wsat(wa)-skc
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Figure D.17: wdm: wsat(wa)-rnp
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Figure D.18: wdm: wsat(wa)-df
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D.7 On dwnq instances
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Figure D.20: dwnq : wsat(wa)-skc
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Figure D.21: dwnq : wsat(wa)-rnp
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//www.tcs.hut.fi/Software/smodels/.
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