
BREADTH EXAM IN NA, SPRING 2007PROBLEM 1: Consider the iteration s
hemexn+1 = xn � f(xn)g(xn) ;where g(x) = ff [x+ f(x)℄� f(x)g=f(x), for solving the equation f(x) = 0. Using Taylorseries, show that g(x) � f 0(x) if f(x) is small. Compare it with the Newton's iterations
heme regarding the number of fun
tion evaluations, and �nd its 
onvergen
e rate.PROBLEM 2: By using Taylor's formula, we havef(x+ h) = f(x) + hf 0(x) + h22 f 00(x) + h36 f 000(�1)f(x� h) = f(x)� hf 0(x) + h22 f 00(x)� h36 f 000(�2)Therefore, we 
an obtain1h2 [f(x+ h)� 2f(x) + f(x� h)℄ = f 00(x) + h6 [f 000(�1)� f 000(�2)℄and, hen
e, the error in this approximation formula for f 00 is, modulo a 
onstant, equal toh. Is this analysis 
orre
t? Why or why not?PROBLEM 3: Perform the Gauss elimination with the s
aled partial pivoting for thefollowing matrix A. Show the 
ontents of A (mark multipliers) and of the permutationarray in all intermediate steps. Finally, write down the 
orresponding matri
es P;L;U(PLU = A). A = 266664 2 4 4 23 3 3 31 5 0 11 2 3 4 377775PROBLEM 4: Consider a 
omputer that uses �ve-de
imal-digit mantissa. Let fl(x)denote the 
oating-point ma
hine number 
losest to x. Show that if x = 0:5321487513and y = 0:5321304421, then the operation fl(x) � fl(y) involves a large relative error.Compute the relative error for this numeri
al example.PROBLEM 5:(i) Derive the formulas for the basi
 Trapezoid rule for approximating R ba f(x) dx and forits error.(ii) Derive the the formulas for the 
orresponding 
omposite rule and for its error. Assumethat the 
omposite rule uses n+ 1 equally spa
ed points.


