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Abstract

RED is an Active QueueManagementAQM) technique
thatis intendedto achieve high link utilization with a low
gueuingdelay Recentstudiesshav that RED is difficult
to configurefor somerapidly changingtraffic mixesand
loads[2]. Otherstudiesshav thatundersomeconditions,
the performancegainsof RED andits variantsover tradi-
tional drop-tail gueuemanagemernis not significantgiven
theadditionalcompleity requiredfor properconfiguration
[9, 3]. Recentvariantsof RED, suchasAdaptive-RED[8],
aredesignedo provide morerobustRED performancein-
derawider-rangeof traffic conditions.This paperprovides
additionalanalysisof RED andnewervariantsof RED over
a wider rangeof traffic mixes and loadsthan has previ-
ously beenstudied. Throughextensie simulationresults
andanalysisthis paperconfirmsthatRED-like AQM tech-
niguesthat employ packet dropping do not significantly
improve performanceover that of drop-tail queueman-
agement. However, when AQM techniquesuse Explicit
CongestiorNotification (ECN) asa methodto notify TCP
sourcef congestiorratherthanpaclet drops,the perfor
mancegainsof AQM in termsof goodputanddelaycanbe
significantoverthatof drop-tailqueuemanagement.

1 Intr oduction

To prevent congestioncollapse,the currentinternetuses
end-to-endcongestioncontrol where responsie traffic

sourcesjike TCR adjusttheir transmissiorrate basedon

thenetwork congestiorinformationthey detectwhile mon-
itoring their own transmission.In the network, traditional
drop-tail routersimplicitly notify end-systemsf network

congestiorby droppingincomingpacletswhenthe router
buffer overflows. Unfortunately underheavry load, drop-
tail routerscanresultin consistentlyfull routerqueuesand
bursty pacletdrops.

Active Queue Management(AQM) enhancesnet-
work supportfor end-to-endcongestioncontrol by hav-
ing routersactively detectimpendingcongestionand no-
tify end-systemsallowing responsie end-systemso ad-
just transmissiorrate earlier and avoid unwantedpaclet

drops. AQM can also reducequeuingdelaysby keep-
ing a lower averagequeuelength. Moreover, sinceAQM
routersare able to predict impending congestionbefore
buffer overflows, they canexplicitly notify end-systemsf
network congestiorby usingExplicit CongestiorNotifica-
tion (ECN) [5], ratherthanimplicitly notify end-systems
by droppingpaclets.

RandomEarly Detection(RED) [6] is a well-known
lightweightAQM thatusegheaveragegjueuesizeandmin-
imum thresholdmin,,) andmaximumthresholdmaz,p)
to detectimpendingcongestiorand determinecongestion
notification probability When the averagequeuesize is
in betweenmin,, andmaz,,, RED randomlydrops(or
marksin ECN mode)incomingpacletswith a probability
thatincreasedinearly from zeroto the maximumprobabil-
ity (maz,) astheaveragequeuesizegrows from minyy, to
max,. However, whenthe averagequeuesizeis greater
thanmaz,p,, RED dropsall incomingpacketsuntil the av-
eragequeuesizedropsbelov maxp, .

Studiesshow that RED canimprove throughputand
fairnessover drop-tail queue managementwhile main-
taining a low averagequeuingdelay [6, 10]. However,
this benefitis only achieved for “well-configured” RED
under some traffic loads, specifically when the average
gueuelengthdoesnot significantly oscillateand staysun-
dermax,. Otherresearchersoncludethat RED is too
complicatedo configure andshav thatend-to-engerfor
manceof RED is no betterthan drop-tail queuemanage-
ment,and may even be worsethanthat of drop-tail queue
managemenin somecased2, 3, 9]. While RED doesen-
surea tightly boundedupperlimit on the averagequeue
length, it canresultin mary consecutie paclket drops[3]
that can significantly decreaseend-to-endhroughputand
goodputby causingTCP timeouts. Thesereportsraisethe
concernthat using RED router queuemanagemenis not
practicalin areal Internetervironmentover a wide-range
of TCPloads.

Someof thedifficultiesin RED configurationcanbe
explainedby a TCP-REDfeedbackcontrol systemtheory
[4] indicatedin Figure 1. Assuminga single congested
router that uniformly dropsincoming paclets, the paclet
drop rate at the router determinesa stable stateaverage
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gueuelengthfor a given TCP traffic load indicatedby the
curve labeled“stableavg_q.” As shown in Figurel (a), if
RED is configuredsuchthatthereexistsa drop probability
within maz, whoseRED function averagequeuelength
andtheresultingstablestateaveragequeuelengtharethe
samethequeuecanstabilizewithout mary oscillations.In
this case we say RED is “well-configured” for the traffic
load.

However, RED configurationghatwork well for one
traffic mix andload may not work well for anothertraf-
fic mix andload, especiallyasanincreasein traffic load
moves the stable state queuecurve to the right. When
the stable state averagequeuelength at maz, is above
maxy, asshovn in Figurel (b), the RED averagequeue
grows beyond maax;, in orderto bring the feedbackcon-
trol systemto a stablestate. Yet, oncethe averagequeue
is above max;, RED dropsall incomingpacketsuntil the
averagequeuelength goesdown belowv the maxyy,. This

periodicbehaior of the averagequeuelengthgrowth and
droprateof 1 createsjueueoscillationsaroundmaaxyy, re-
sulting in burstsof paclet dropslarger thanwould drop-
tail bursts, often degradingend-to-endperformancesig-
nificantly. AlthoughgeneraRED configurationguidelines
thatwork well for alarge setof traffic load have beenpro-
posed[4], RED configurationdifficulties will exist where
Internettraffic varies.

As afix to theabove problem,the “gentle” modifica-
tion to RED wasproposed10], which replaceghe paclet
drop behaiior whenthe averagequeuesizeis over mazyp,
asshovnin Figure2 (a). Insteadof settingthe dropproba-
bility to 1 afterthe averagequeuesize goesover max;p,,
gentle-REDlinearly increaseghe drop probability from
maz, to 1 asaveragequeuesize grows from maxp to 2
timesmax;,. This modificationloosenghe boundon the
averagequeuelength for a continuousprobabilisticdrop
behaior. In otherwords,gentle-REDallows to find a sta-



ble statedrop probability over maz,, thatresultsin a sta-
bilized averagequeuelength at some point greaterthan
maxp.

As an effort to make RED well configuredundera
wider rangeof conditions,researchersecently proposed
Adaptive RED (A-RED) [8] which triesto adaptto chang-
ing traffic loadby slowly adjustingmaz, asshown in Fig-
ure 2 (b). A-RED triesto dynamicallyconfigureitself to
a well-configuredstateby defining a target region for the
averagequeuewithin ming, and maxy,. A-RED seeks
the averagequeuetarget region by additively increasing
mazx, up to alimit (0.5 in default) if the averagequeue
sizegoesabove the region andmultiplicatively decreasing
mazx, downto alimit (0.001by default)in caseheaverage
gueuesizegoesbelow theregion. In short,A-RED triesto
find a slopefor the droppingprobability that canintersect
the queuelaw curve to make the feedbackcontrol system
stablefor currenttraffic load. However, A-RED still does
notguarante¢hatit will find aslopewithin therangegiven
by thelimit for themaz,, in which caseanunstablequeue
oscillationwill take placeasthe caseof original RED. For
thisreasonsit is alsorecommendetb usethe“gentle” set-
ting with A-RED.

Unfortunatelytherearereportsevenwith the“gentle”
modification,RED is not practicalto usesincethe perfor
mancegainover drop-tailgueuemanagemeris not signif-
icantgiventhe compleity of implementatior{9, 3]. These
reportsshowv that gentle-REDcan achieve a lower aver
agequeuingdelaythandrop-tail,compensatindor alower
goodput(or higherpacletlossrate)underfairly heavy traf-
fic load. Althoughit is attractive that RED andits vari-
antsgive uscontrolover averagequeuingdelay especially
when consideringQuality of Service (QoS) for interac-
tive multimediaapplicationsimproving goodputs critical,
sinceit is a measureof how efficiently network resources
areusedwithout wastingbandwidth.

It is true that the overall network performancegain
over drop-tail gqueuemanagementnay be relatively small
whenRED usespacletdropasmeansof congestiomotifi-
cationsincepaclet dropsdirectly degradegoodput. How-
ever, whenusingonly ECN marks,the costof congestion
notificationin termsof paclet droprategoesdown to zero
andhasno effect on goodput. Thus, the real potentialfor
RED and its variants(or AQM in general)lies in using
ECN in awell-configuredstate,wherepaclet drop rate at
the routercould be closeto 0, queuingdelay can be low,
while still achieving a high link utilization. Then,the per
formancegainsof AQM would be significantover that of
drop-tail.

This paper seeks to demonstratethat Adaptive
RED [8] using ECN can be “well-configured” for a wide
rangeof traffic mixes, achieving significantperformance
gainsover drop-tailqueuemanagement.

In Section2, this paperdevelopsa simple but effec-
tive modelfor loadontherouterfrom TCPtraffic thatcap-
turesawide-rangeof key TCPflow characteristicanclud-
ing long-livedandshort-livedflows.

In Section3, this paperappliesthe traffic modelto
ECN traffic to showv key router configurationcharacteris-
ticsin orderto be well-configuredin the presencef ECN
traffic. This paperverifiesthatthetraffic modelis effective
for ECN traffic, andprovidessupportfor recommendation
thatRED (or AQM in generalshouldapplya muchhigher
markingratefor ECN traffic thanfor TCPtraffic.

In Section4, using the modelfor AQM with drops
and marks,this paperdetermines setof RED configura-
tions that illustratesthe behaior of RED andits variants
well, and measurehe performanceof RED, gentle-RED,
A-RED, RED-ECN, gentle-RED-ECNand A-RED-ECN
over a continuumof TCP traffic loads. We comparethe
performancef theabose AQMs with thepredictionamade
usingthe queuelaws to verify the usefulnessand correct-
nessof the our model. At the sametime, we comparethe
performancef the RED family AQMs with oneanothelin
termsof pacletlossrate,delayandqueueoscillation,also
comparedvith thatof drop-tailqueuemanagement.

In Section5 this paperconcludesthat RED family
AQMs, particularly Adaptive RED using ECN, can, in-
deedpe“well-configured”for varietyof TCPtraffic mixes,
achieving both a very low network paclet droprateanda
low queuingdelay which canneverachievedwith drop-tail
gueuemanagemerdlone.

2 Router Load from TCP Traffic

In generalload at a routerqueuecanbe expressedasthe
ratio of the incoming datarate over the outgoingservice
rate. Increasedoad at a router is typically detectedby
an increasein averagequeuesize, an increasein packet
drop rate, or both. Firoiu and Bordenanalytically derive
a “queuelaw” that governsthe averagesize of a router
gueuegivenafixeddrop probabilityandafixedsetof TCP
flows [4]. We extend the queuelaw to encompassnore
TCP characteristicso that we may betterunderstandhe
impactof TCPtraffic ontherouterqueue.

We ranaseriesof NS [11] simulationsusingthe net-
work setupshown in Figure 3. For the traffic sources,
we usedbulk transfer FTP applicationson top of TCP
NewRenoand setthe cwnd_limit of all TCP agentsto in-
finite. For the congestedouterqueuewe implementedan
infinite queuethat randomlydropsincoming pacletswith
a uniform dropprobabilityasin [4].

Figure4! shavsthequeudaw of thecongestedouter
for simulationghatdiffer only by the numberof TCP con-
nections:100, 200 or 300. At a givendrop ratewhereall
of thequeueaveragesaregreatetthanO, theaveragequeue
sizeincreasedinearly with the numberof flows.

Figure5 shavsthe queudaw of the congestedouter
for simulationsthat differ only by the link bandwidth: 5,
10,15 and20 Mbps. At a givendropratewhereall of the
gueueaveragesare greaterthan0, the averagequeuesize
decreasebnearly with thelink bandwidth.

14tld” denotegoundtrip link delayin this andsubsequerfigures
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Figure4. QueuelLaw: Loadvs. Numberof Flows

Queue Law: Load vs. Bandwidth
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Figure5. QueueLaw: Loadvs. Bandwidth

Queue Law: Load vs. Delay
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Figure7. CongestiorWWindow Size Averageover All TCP
Flows

Figure6 shavsthe queudaw of the congestedouter
for simulationsthat differ only in the averageround trip
link delayof eachsource:40, 80, 120and160 ms. At a
givendropratewhereall of the queueaveragesaregreater
than 0, the averagequeuesizeincreasedinearly with the
roundtrip link delay

Thebandwidthusedby aTCPflow perroundtrip time
is directly proportionalto the sizeof cwnd. Figure7 showvs
the avg_cwnd vs. the uniform dropratefor variouscombi-
nationsof link bandwidth,numberof TCPflowsandround
trip link delaysettings.Theavg_cwnd curvesfrom various
simulationconfigurationdirectly overlapone anotherin-
dicatingthatavg_cwnd is thefunctionof therandompaclet
droprateonly.

Thus,theequationfor load (L) attherouteris:

"X avg-cwnd(p)

1
B x avg-rtt @

wheren is the numberof TCP flows, avg.rtt is the
averageroundtrip link delay B is the link bandwidthca-



pacity, p is the paclket drop rate, and avg_cwnd(p) is the
averagecwnd valueover all flows. Equationl impliesthat
TCP traffic load is linearly proportionalto the numberof
connectiongor flows), andinverselylinearly proportional
to thelink bandwidthandaverageroundstrip link delay

In the above analysis,the congestionwindow size
limit (cwnd_limit) of all TCPflows s infinite, andthe TCP
flows have aninfinite amountof datato transmit. In real
networks, TCP connectionshave congestiorwindow size
limits andfinite amountsf datato transmit.

In Figure 7, the average congestion widow
(avg-cwnd) was the function of paclet drop rate only,
which gives a smooth avg_cwnd curve for all of the
network and traffic configurations. However, in real
networking ervironmentswhere factorssuchas the con-
gestionwindow limit anddataobjectsizeimposedifferent
window operationlimits andalterthe congestiorresponse
behaior of TCP flows, the avg_cwnd curve may not be
smoothnor the samefrom one TCPtraffic mix to another

As atypical example,considera TCP traffic mix that
consistentirely of short-lived Web flows in which small
Webobjectdimit thecongestiorwindow growth beforethe
transmissiorends. The congestiorwindow size averaged
over all connectiondn averagewill often belessthanin
the caseof unlimited thresholdggiventhe samedroprate,
especiallyalow droprates.

We illustrate this in simulationsby settingthe TCP
congestiorwindow limits to a low value,assuminghis is
similar to downloadinga small network object,and draw-
ing queudaw graphs.The congestiorwindow sizesfor all
TCPsourcesresetto first 12 paclets,andthen6 paclets.
The numberof TCP connectionsisedin the simulationsis
700 and 1300 correspondinglyin orderto have the same
gueueaverageat a drop rate of 0.01. For this setof sim-
ulations,the congestedink bandwidthandthe roundtrip
link delayis setthe sameasin the previousunlimited con-
gestionwindow simulationthathad300 TCP connections.
Figure 8 shavs the avg_cwnd graph,and Figure9 showvs
the correspondingjueudaw graph.

Figure 8 shaws that asthe congestionwindow limit
decreasesthe averagecongestionwindow curve flattens.
This meansthat small averagewindow limits make TCP
connectionanuchlessresponsie, especiallyfor changes
in relatively low drop rates. For the simulationswith the
TCP sourcedimited to a cwnd of 6 paclets,we hadto ap-
proximatelydoublethe numberof TCPflowsto achieze an
equivalentqueueaverageat a drop rate of 0.01. Thus,a
routerthatis congestedvith mary of shortWeb flows will
needto apply arelatively high drop rateto keepthe aver-
agequeudengthwithin acertainrangesincetheshortTCP
flows arelessresponsie. For example the simulationwith
smallercwnds (6 pacletlimit) hasto apply abouttwice as
high adroprateasthesimulationwith thelargercwnds (12
pacletlimit) to maintainan averagequeuelengthof 3000
paclets.

In this section,we developeda modelfor load (L) at
the routerbasedon TCP traffic, validatedit usingsimula-
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Congestion Window: Drop vs. Mark
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Figure10. CongestionVindow: Dropvs. Mark

tion, and usedit to explain someof the traffic load char

acteristicsfrom differenttraffic mixeswith differentcon-
gestionwindow limits (representinglifferent data object
sizes). We believe that our TCP traffic model canbenefit
active queuemanagemenfAQM) in estimatingthe change
in traffic loadandmakingdecisiondo chooseaproperdrop
rate for dynamicallychangingTCP traffic mixes. As we

caninfer from Figure7 andEquationl, thedegreeof bene-
fit would be maximizedwhenevery flow is long-lived,and
the averageT CP congestiorwindow canbe determinedas
afunctionof thedroprate.

Even with short-lived flows, routers still use our
modelto estimatean averagecongestiorwindow to adapt
to theapproximatecurrenttraffic mix basedn averagere-
sponse$o changedn thedroprate.Labels suchasaverage
RTT, providedby DiffServedgerouters[1] canhelpdeter
mine a properpacket drop rate that fits with the router's
policy. For example, an Adaptive RED-like AQM may
usethe information to more quickly determinea proper
mazx, Whentraffic changeswithout incrementallyadjust-
ing maz,. Of coursetherealwaysis a priceto payto get
the sourcehints.

3 FeedbackMethod: Drop vs. Mark

Theobjectvesin this sectionareto measurendverify the
existenceof an ECN queuelaw, to compareand contrast
the ECN queuelaw with the drop queuelaw, andto deter
mine whetherECN is reasonabldo deploy by analyzing
the curves. We re-ransimulationswith 100, 200 and 300
FTP-TCPflowswith infinite congestiorwindowsthatwere
ECN enabledpnthenetwork with an80 msroundtrip link
delayand20 Mbpscongestedink bandwidth.

Figure 10 compareshe avg_cwnd vs. the uniform
dropratefor the simulationswith TCP andwith TCP with
ECN enabled. The TCP congestionwindow behavior is
the samewhetherpaclet dropsor ECN packet marksare
usedasthe notification method. Figure 11 compareghe
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gueuelaws for the simulationswith TCP and with TCP
with ECN enabled.For the samenumberof flows, the av-
eragequeuelengthsfor TCP and TCP with ECN are al-
mostthesamewhenthedrop/markingateatthe congested
routeris low. However, in increasingthe drop/markrate,
theaveragequeudengthof the queuewith TCPwith ECN
decreasesoticeablyslowver and steadietthanthe average
gueudengthwith TCPwith ECN.

It follows thatseveralsignificantpointscanbe made:

First, an ECN enabledAQM should be configured
to apply a significantly highermarkingratethanthe same
AQM usingpacletdropsin orderto operatewith areason-
ablylow queuingdelay We believethatacommonmistale
thatmary researchermalke is in usingthe sameAQM set-
tings for both packet dropsand ECN marks,resultingin a
markratethatis too low.

Second,for a reasonableaveragequeuelength tar-
get (for example, 500 paclets in Figure 11), as traffic
load increasedinearly, the differencebetweenthe stable
statemark rate and the stablestatedrop rate to maintain
the queuelengthat the samelevel increasegxponentially
whichindicateshatECN shouldincreasets markrateex-
ponentiallyabove ary drop rate. However, the queuelaw
for ECN corvergestowardsan averagequeuesizeof O for
amarkprobabilityof 1, suggestinghatthereexistsa mark
ratethatcankeepthe averagequeuelengthat areasonable
low target even for a highly loadedsituation. Thus, the
benefitsof ECN shouldstill beeffective,evenunderawide
rangeof TCPtraffic load.

Third, the slowly and steadily decreasingaverage
gueuelength curve of ECN comparedto that of paclket
dropsastherandomdrop/markrateincreaseindicateshat
the averagequeuelengthcanbe more easily stabilizedfor
AQMswith ECN.Weiillustratethis furtherin Section4.
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Figure12. QueueLaw: RED Configuration

4 Analysis of RED Family AQM

This sectionevaluatesRED, gentle-RED,Adaptive RED,
RED-ECN,gentle-RED-ECNandAdaptive RED-ECNus-
ing the queuelaw curvesfor randompaclet droppingsys-
tems[4] andfor ECN systemdrom the previous section,
and verifiesthe effectivenessof the queuelaw in charac-
terizing RED performance.At the sametime this section
compareshe performanceof RED family AQMs with one
anotherandalsowith that of drop-tailgueuemanagement
in termsof throughputandpacletlossrate.

Thefirst objective is to testhow well the queuelaw
canaccuratelypredictwhethera given RED configuration
will make the routerqueuework in a stableconditionfor
a given TCPtraffic load. The secondobjectsis to seehow
RED andits variantsbehae asthey are pushedout of a
well-configuredstateasthetraffic loadincreases.

As in the previous sectionswe usethe network con-
figuration shavn in Figure 3 setting the congestedink
bandwidthto 20 Mbps andthe roundtrip time link delay
to 80 ms. Eachsimulationstartswith 50 FTP-TCPflows,
with 50 moreFTP-TCPflowsaddedevery 50 secondsThe
physicalqueudengthis setto 500 paclets,with the paclet
sizesetto 1 Kbyte. For RED parametesettings maz,, is
setto 0.1, mingy, is 100 paclkets,andmax;y, is 300 pack-
ets,basedbnrecommendationg’]. Althoughnotshownis
Figure12,thelimit of maz, for Adaptve REDis setto 0.5
(the default value),which givesthe routerqueuea chance
to bewell-configuredor all thethegivenTCPtraffic loads.

In general,comparingthe queuebehaior of each
RED family AQM with the queudaw shawvn in Figure12,
demonstrateshat the queuelaw indeedworks very well
predictingRED behaior. For RED, the queuelaw indi-
catesthat RED will be stably manageTCP traffic up to
about200flows. In Figure13, RED’s averagequeuewas
stableup to atraffic load of 150 flows, but at 200 flows it
hit the maximumthresholdand becomesncreasinglyun-
stable.Gentle-RED showvn in Figure14, wasableto man-
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ageload up to 200 flows sincethereno longer a sudden
increasein drop probabilitiesfrom the maz, 0.1to 1 at
max,. For RED-ECN,shown in Figure 16, the average
gueuebecomesinstableataloadof 150flows,asthequeue
law indicated. And asis the caseof gentle-RED,gentle-
RED-ECN,shawn in Figurel7 alsogetsthe benefitof the
gentlebehavior for 200flows.

Our resultsshow that the gentle settingfor RED is
beneficialwhen the offered TCP traffic load is slightly
greaterthanthestabletargetloadfor a givenconfiguration.
However, the benefitof the gentlesettingis not asclearin
termsof queueoscillationswhena RED routeris highly
overloaded(250+ flows, in our simulations),althoughthe
gentlebehaior doesreducethe pacletlossratesomavhat,
asshavn in Figure20. Comparingthe queuebehaior of
Adaptive RED, shavn in Figure 15, and Adaptive-RED-
ECN, shown in Figure 18, with non-adaptie versionsof
RED clearly shows the benefitsof adjustingmaz,. That
is, by finding the properdrop/markingslopefor changing
traffic load conditions,Adaptive RED canstablyhandlea
verywide rangeof TCP traffic.

We next analyzethe delay-losstradeofs between
drop-tail and RED. Starting with link utilization, Figure
19 shows that the bottlenecklink wasfully utilized for all
TCP traffic loadsandthus goodputis affectedby paclet
loss rate only in our simulations. Figure 20 shows the
pacletlossratesat the routers,which suggestshatall the
RED family queuemechanismshatusedropsfor conges-
tion notification have consistentlyhigher paclet loss rate
thandoesdrop-tail gueuemanagementDrop-tail doesnot
actively drop paclets, so the drop distribution that results
from buffer overflow at a drop-tail queuemay be bursty.
However, with mary TCP sourcesthe dropsare uniform
acrossflows, resultingin a well-configuredstate match-
ing the queuelaw nearthe drop-tail buffer size. Thus,the
delay-losstradeof betweendrop-tailand RED is clearin
that RED, using dropsas congestiomotification method,
paysthepricein termsof higherpacletdropratesoverthat
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of drop-tailto maintainthelower averagequeuesize.

We next considerthe benefitsof markingover drop-
ping asanindicatorof congestion Oneof the mainissues
thatdiscouragesleploymentof RED (or AQM in general)
is that the complexity price for AQM designis too high
comparedvith the potentialgainof alower averagequeue
size[9, 3]. However, evenwith the requiredhigherECN
congestiomotificationrate, the “price” of the notification
in termsof pacletlossrateor reducedyoodputis zerocom-
paredto the price for droppingpaclets. Figure 20 shawvs
this clearly. ECN enabledRED andits variantsin a “well-
configured” statecan bring down the paclet loss rate to
zero. Furthermore Adaptive RED-ECNis ableto achieve
a paclet lossrate very closeto zerofor the entire range
of traffic loads. In addition, as mentionedin Section3,
ECN enabledAQM canbe more stablethan AQMs with-
out ECN asthequeudaw curve decreasefar moreslowly
andsteadilyunderhigh loadsthanwhenusingdrops. This
is shavn by by comparingthe averagequeueof Adaptive
RED and Adaptive RED-ECN, wherethe averagequeue
oscillation of the ECN enabledone remainsmore stable
evenata high traffic load compareto the onethatdoesnot
notuseECN.

5 Summary

In this paper we developeda modelfor load on the router
from TCP traffic that capturesa wide-rangeof key TCP
flow characteristicsjncluding long-lived and short-lved
flows. We apply the traffic modelto ECN flows to shaw
key routerconfiguratiorcharacteristicsequiredto bewell-
configured. For AQM with both drops and marks, our
model well-representghe behaior of RED andits vari-
antsundera variety of configurations Our modelis useful
for predictingthetheperformancef RED,gentle-RED A-
RED,RED-ECN,gentle-RED-ECNndA-RED-ECNover
a continuumof TCPtraffic loads.

At thesametime, we comparehe performancef the

REDfamily AQMswith oneanotheiin termsof pacletloss
rate,delayand queueoscillation,alsocomparedwith that
of drop-tailqueuemanagemeniOur modelclearlydemon-
strateghetrade-ofs betweerdrop-tail gueuemanagement
and RED family AQMs. This paperconcludeshat RED
family AQMs, particularlyAdaptive RED usingECN, can,
indeed bewell-configuredor varietyof TCPtraffic mixes,
achiezing both a very low network pacletdroprateanda
low queuingdelay often far superiorto that of drop-tail
gueuemanagement.

Futurework includesextendingourloadmodelto bet-
ter supportshort-livedtraffic aswell asa mixture of ECN
andnon-ECNTCP flows. In addition,we intendto build
anadaptve AQM techniquehatmakesuseof ourmodelto
more quickly adaptto a well-configuredstatein the pres-
encef changingnetwork load.
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