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Abstract— The growth in power and connectiity of to-
day’s PCs promisesa continued increasein streaming me-
dia over the Internet. Hand-in-hand with the increasein
streaming media comesthe impending thr eat of unrespon-
sive traffic, often cited asthe major threat to the stability
of the Internet. The responsvenessof commercial stream-
ing media applications will play an important role in the
network impact of streaming media. Unfortunately, there
arefew empirical studiesthat analyzethe responsivenesspr
lack of it, of curr entstreamingmedia products.In this work,
we measur the responsivenessof RealVideo over UDP com-
pared with RealVideo over TCP by simultaneouslyplaying
video clips selectedfr om numerous RealSewers on the In-
ternet to two distinct video clients along the samenetwork
path. By varying the bottleneck bandwidth to the clients,
we are able to analyze the “head-to-head” performance of
RealVideo over UDP as compared to RealVideo over TCP,
and correlatethe resultswith network and application layer
statistics. We find that most streaming RealVideo clips are
not bandwidth constrained for typical broadband connec-
tions, resulting in a fair share of link bandwidth used by
both RealVideoover TCP and RealVideoover UDP. In times
of congestionmostRealVideo over UDP doesrespondto In-
ternet congestionby reducing the application layer encod-
ing rate, often achieving a TCP-Friendly rate. In times of
severe congestion,RealVideo over UDP getsa proportion-
ately larger share of available bandwidth than doesthe same
videoover TCP.

Keywords— RealPlayer, Video Streaming, TCP, UDP,
Fairness

I. INTRODUCTION

The growth in power and connectiity of todays com-
putershasenabledstreamingvideo acrossthe Internetto
the desktop. Increasingly userscan accesonline video
clips through a Web browser by simply clicking on a
link and having the Web browser start up an associated

video player Web sitestoday offer streamingvideos of
news broadcastanusictelevision, live sportingeventsand
more. For example,in 2001anestimatedf 350,000hours
of online entertainmentvasbroadcaseachweekover the
Internet[1], with countlessmore hoursdownloadedon-
demand.

While voice quality audiotypically operatesver anar
row rangeof bandwidth(32-64Kbps),videooperatesver
a much wider rangeof bandwidths. Video conferences
andInternetvideosstreamat about0.1 Mbps!, VCR qual-
ity video at about1.2 Mbps?, broadcastjuality video at
about2-4 Mbps®, studioquality videoat about3-6 Mbps®,
andHDTV at about25-34Mbps’. Uncompressedideo
canrequirehundredsandeventhousand®f Mbps. Thus,
video applicationshave the potentialto reducetheir data
rateswhen bandwidthis constrainedout also have a po-
tentialto demandcenormousaimountf bandwidthspften
greaterthanthe availablenetwork capacity

While TCP is the de facto standardtransportprotocol
for typical Internet applications,there are as of yet no
widely acceptedate-basedransportprotocolsfor multi-
media. Unlike typical Internettraffic, streamingvideois
sensitve to delayandjitter, but cantoleratesomedataloss.
In addition,streamingvideotypically prefersa steadydata
rateratherthanthe bursty datarate often associatedvith
window-basednetwork protocols. Recentresearchhas
proposedrate-based CP-Friendlyprotocolsin the hope
that streamingmediaapplicationswill usethem|2], [3],
[4], but suchprotocolsare not yet widely part of ary op-
erating systemdistribution. For thesereasons,stream-
ing video applicationsoften use UDP asa transportpro-
tocol ratherthan TCP. Moreover, with the use of repair
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techniques[5], [6], [7], [8], paclet lossescan be par
tially or fully concealedgnablingstreamingvideoto op-
erateover a wide rangeof paclet lossrates. Repairtech-
niguescanreducethe impactof losson the quality of the
video by the user thus reducingthe incentive for multi-
mediaapplicationsto reducetheir bandwidthin the pres-
enceof paclet loss during congestion. Potentially high-
bandwidthvideo over UDP using repair techniquessug-
geststhat video flows may not be TCP-friendly or, even
worse, that video flows may be unresponsie to network
congestion.

In the absenceof end-to-endcongestioncontrol, TCP
flows competingwith UDP flows reducetheir sending
ratesin responseo congestionjeaving the unresponsie
UDP flows to expandto use the vacantbandwidth, or,
worse contrituteto congestiorcollapseof thelnternet9].
In light of this, recentresearcthasexploredrouterqueue
managemenapproacheso identify andpolice unrespon-
sive flows [10], [11], [12], [13], [14], [15], [16]. Such
researctoften modelsunresponsie flows astransmitting
dataat a constantpaclet size and constantpaclet rate
(CBR) or, as "firehose” applications,transmittingat an
unyielding, maximumrate. However, commercialmedia
productshave beenshavn to not be strictly CBR [17],
and, althoughusing UDP, may respondto congestionat
the applicationlayer A betterunderstandin@f thetraffic
ratesandresponsienes®f currentstreamingnediaappli-
cationsmayhelpcreatemoreeffective network techniques
to handleunresponsie traffic.

The responsienessof commercial streaming media
productswill play an importantrole in the impact of
streamingmediaon the Internet. The useof commercial
streamingproducts,suchasthe Microsoft Windows Me-
dia Playerand RealNetvorks’ RealPlayerhasincreased
dramatically[18]. Unfortunately therearefew empirical
studiesthat analyzethe responsieness,or lack of it, of
currentstreamingmediaproducts.

This study measureghe responsienessof RealMdeo
over UDP comparedwvith RealMdeo over TCP by simul-
taneousplaying video clips selectedrom numerousdis-
tributed Web seners to two clients along the samenet-
work path. We setup a network testbedvheretwo clients
streamed/ideo througha network routerwe control, con-
nectedo thelnternetvia abroadband¢onnection We var-
ied the bottleneckbandwidthto the clientsby limiting the
bandwidthof the routers outgoingconnection,allowing
us to explore a rangeof congestiorsituations. The two
clientsthensimultaneoushstreamedundredsf selected
videoswith avarietyof contentandencodingormatsfrom
adiversesetof seners,while measuringpaclet lossrates
andround-triptimesof the connectionsaswell asapplica-

tion level statisticssuchasencodingoandwidthandframe

rate. By analyzingthe “head-to-headperformanceof the

two videostreamsye areableto assestheresponsieness
of the video streamover UDP as comparedo the video

streamover TCP, and correlatethe resultswith network

andapplicationstatistics.

In analyzingour data, we make several contritutions
to betterunderstandinghe characteristicof potentially
unresponsie streamingvideo on the Internet. We find
that overall, moststreamingReal\Mdeo clips arenot con-
strainedunderbandwidthfrom a typical broadbandcon-
nection resultingin afair shareof link bandwidthfor both
RealMdeo over TCP and RealMideo over UDP. In times
of congestionmoststreamingRealMdeo doesrespondo
Internetcongestiorby reducingthe applicationlayer en-
codingrate. In times of severe congestionaccompanied
by highlossratesand/orhigh round-triptimes,RealMdeo
over UDP getsa proportionatelylarger shareof available
bandwidththan doesthe samevideo over TCP. We also
find numerousincentives for video streamsto use UDP
ratherthanTCP, which suggestshatpotentiallyunrespon-
sive streamingnediaover UDP will likely persistfor some
time.

Therestof this paperis organizedasfollows: Sectionll
presentdackgroundn RealPlayeneededo understand-
ing our results;Sectionlll describesur approachto ob-
tain a wide-rangeof InternetmeasurementsSectionlV
andV presentindanalyzethemeasuremertataobtained;
SectionVI discussesurfindings;SectionVIl summarizes
our conclusionsand SectionVIll presentgpossiblefuture
work.

Il. REALVIDEO BACKGROUND

RealPlayer provided by RealNetvorks', is the most
popularstreamingmediaplayeron the US Internet,with
over47%of thecommerciamarket sharg18]. RealMdeo
contentproviderscreatestreamingvideosusinga number
of possiblevideocodecsgcorvertit to RealNetvorks’ pro-
prietary format and placeit on an Internethostrunning
RealSerer. During creation,contentprovidersselecttar
get bandwidthsappropriatefor their tamget audienceand
specifyotherencodingparameterssuchasframesizeand
frame rate, appropriatefor their content. A RealSerer
thenstreamghe videoto a users RealPlayerclient upon
connecting.

RealSererandplayersprimarily useRealTime Stream-
ing Protoco? (RTSP)for thesessiorayerprotocol.Occa-
sionally RealSererwill useHTTP for metafilesor HTML

4http:/www.real.com
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pages,and it may also be usedto deliver clips to Re-
alPlayerclientsthatarelocatedbehindfirewalls. For this
measuremerstudy all thevideoclips selectedisedRTSR
asdescribedn Sectionlll-A.

At the transportlayer, RealSerer usesboth TCP and
UDP for sendingdata. The initial connectionis oftenin
UDP, with controlinformationthenbeingsentalongatwo-
way TCP connection. The video dataitself is sentusing
eitherTCP or UDP. By default, the actualchoiceof trans-
port protocolusedis determinedautomaticallyby the Re-
alPlayerand RealSerer, resultingin UDP about1/2 the
time and TCP the otherhalf [19]. The choiceof UDP or
TCP canalsobe specifiedby theuser[20]. For our study
we specificallyset RealPlayeito use UDP in somecases
andTCPin others,asdescribedn Sectionlll-B.

RealSystensupportsanapplicationlevel mediascaling
technologycalled SureSream in which a RealMdeo clip
is encodedfor multiple bandwidths[21]. When stream-
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Fig. 1. Testbed\Network Setup:Head-to-HeadEnvironment

« lteratively playtheselectedRealMdeoURLsin bothen-
vironmentswith different configurationsand analyzethe
results(seeSectionlV andSectionV).

A. RealVideo Clips

To form a playlist, we searchedor RealMdeo clips
(URLSs) accessiblghroughWeb pagesusing well-knowvn

ing a SureStreanRealVideo clip, RealSerer determines SéarclenginessuchasyahooandGoogle,andrandomly

which encodedstreamto usebasedon feedbaclkirom Re-
alPlayerregardingthe currentnetwork conditions.Theac-
tualvideostreansenedcanbevariedin mid-playout,with

the sener switchingto a lower bandwidthstreamduring
network congestiorandthenbackto a higherbandwidth
streamwhencongestiorclears.We studytheflexibility of

SureStreanscalingin SectionV-F.

For eachvideoclip, RealPlayekeepsabufferto smooth
outthevideostreambecausef changesn bandwidth Jost
paclets or jitter. Dataentersthe buffer asit streamsto
RealPlayerandleavesthe buffer asRealPlayeplaysthe
video clip. If network congestiorreducesbandwidthfor
afew secondsfor example,RealPlayeicankeepthe clip
playingwith the buffereddata. If the buffer emptiescom-
pletely RealPlayehaltstheclip playbackfor upto 20 sec-
ondswhile the buffer is filled again. We measurdgherate
atwhich RealPlayefills the buffer in SectionV-D.

I1l. APPROACH

In orderto empiricallycompareandcontrasthe perfor
manceof RealMdeo over UDP with RealMdeoover TCP,
we employedthe following methodology:

« SelectRealMdeo URLsthatusethe Real Time Stream-
ing Protocol(RTSP)usingwell knovn Websearchengines
(seeSectionlll-A).

« Constructa “head-to-headervironmentfor comparing
network layer performanceof two competingRealMdeo

streams|JDP and TCR thatsimultaneouslylayouta Re-

alVideoclip (seeSectionlll-B).

« Constructa“mediascaling”environmentfor comparing
the applicationlayer behaior of non-competindJDP or

TCPRealMdeostreamgseeSectionlll-C).

selectedl00 RTSP RealMdeo URLs from the searchre-
sults. Of the selectedURLs, 76 are from the United
States 9 from Canadag8 from the UK, 6 from lItaly, and
1 from Germary. While our selectionmethodof using
US/Englishbasedcommercialsearchenginedikely influ-
encedthe predominanceof North American URLs, our
RealPlayeclientsranfrom North Americaandit is likely
that thereis typically stronglocality of accessor most
streamingplayers. Other statisticson the selectedRe-
alVideo URLSs (or clips) are availablein SectionlV and
SectionV-F.

B. Head-to-Head Comparison Environment

To comparethe network layer performanceof Re-
alVideo over UDP and RealMdeo over TCP we hadtwo
RealPlayerspneusing UDP andthe otherusing TCP, si-
multaneouslystreanvideofrom the sameURL, alongthe
samenetwork path,while we capturednetwork statistics.
As depictedin Figurel the two RealPlayersanon sepa-
ratePCs,attachedo thesamel0 Mbpshuh EachPCwas
equippedwith Pentiumlll 700MHz processqr128 MB
RAM andaUDMA-66 15 GB harddisk,andwasrunning
Linux kernelversion2.4. Both PCsranRealPlayerersion
8.0.3,with oneRealPlayeconfiguredto useUDP andthe
otherRealPlayerconfiguredo useTCP,

While the testbednetwork setupdid not guarantedhat
two streamswith samesourceanddestinationraddressal-
waystraveled the samenetwork path, the relatively per
sistentcharacteristicef Internetrouting [22] suggesthey
sharedthe sameroute in most cases. Also, ary routing
changesnadeduring streamingappliedto both TCP and
UDP streams.



The hub facilitated capturing network layer perfor
mancesince paclets destinedto either PC were broad-
castedo bothPCs.Werant cpdunp®, awell-known net-
work paclet sniffer, on one PCto filter andlog the video
streampaclets. During pilot studies,we verified thatthe
pacletfiltering andlogging did notinducemuchCPU nor
disk load anddid not interferewith the video playout. At
theendof eachRealMdeo streamjnformationsuchasthe
IP pacletsizeandarrival time wereextractedfrom thetcp-
tracelog usinget her eal 7 andprocessedo obtainnet-
work layerstatistics suchasthroughput.

We wrote an expect script to automatethe processof
starting RealPlayeron each client and measuringnet-
work layer performanceFor eachRealMdeo URL in our
playlist (from Sectionlll-A), the scriptcontactedhe Re-
alSener to seeif it wasalive. If so,thescriptthenstarted
a tcpdump anda ping (at 1 secondintenals) ping) to the
senerto obtainsampleof theround-triptime andpaclet
lossrate. Next, the script ran one RealPlayeron eachof
two client PCssimultaneouslyone playerusing TCP to
play the clip andthe other playerusing UDP to play the
clip. If morethana minute passedwithout tcpdumpre-
ceving apaclet, thescriptstoppedheplayersandthelog-
ging,andproducedhedesiredchetwork layerperformance
statistics.

Initially, ourtestbechetwork wasconnectedo ourcam-
pusLAN whichis connectedo thelInternetviaa 15 Mbps
link®, and10“head-to-headsetsof experimentsverecar
ried out, but that setupshaved few signsof network con-
tention, makingit difficult to measureghe responsieness
of RealMdeos. The UDP and TCP video streamsshared
bandwidthfairly asbandwidthwasnot constraineda re-
sult supportedby anearlierstudy[23]. In orderto reduce
the bottleneckbandwidth,the testbedwas connectedo a
commercialDSL network that offers a maximum band-
width of 700Kbps,asshavnin Figurel (withoutthetoken
bucket filter), and 10 “head-to-head’setsof experiments
were carriedout. Unfortunately 700 Kbps was still not
constrainecenoughto createa bottleneckfor two typical
RealMdeostreams.

In orderto moreeffectively controlthe incomingband-
width, wesetupaprivaterouterconnectedo the DSL con-
figurationto enableus to createdconstrainedbandwidth
situations. We attacheda software implementationof a
Token Bucket Filter (TBF)°® to the Ethernetcardatthein-
ternalnetwork of the router a Linux PC.The TBF queue

Shttp://www.tcpdump.ag/
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sizewassetto 10 Kbytesandthe burst allowed (the max-

imum numberof tokensavailable during idle times)was

setto 1600Bytes,slightly largerthanatypical 1500Byte

MTU. Thetoken rate (availablebandwidth)wassetto 600

Kbps, 300 Kbps, 150 Kbps and 75 Kbps. Note, sincewe

have two streamingflows, one TCP and one UDP, com-

peting,their fair shareis approximatelyhalf of eachbot-

tleneckbandwidth.With afixed TBF queuesize,themax-

imum queuingdelayincreasedsthe available bandwidth
decreasedsis typical of relatively narrav-bandnetwork

connections. The DSL-TBF-075 configurationmodeda

typical narrov-band modemconnectionwith a moderate
gueuethatoftenresultsin a high queuingdelay Thus,we

hadDSL-TBF configurationsasfollows:

DS.-TBF-600: BW=600KbpsMAX _Q_DELAY=133ms
DS.-TBF-300: BW=300KbpsMAX _Q_DELAY=267ms
DS.-TBF-150: BW=150KbpsMAX _-Q_DELAY=533ms
DS.-TBF-075: BW=75Kbps,MAX _Q_DELAY=1067ms

For eachDSL-TBF configuration,we carried out two
sets of “head-to-head”measurementsywhere each set
playedall videoclipsin the playlist. For consisteny, this
papemprimarily analyzesheresultsfromthe DSL-TBF ex-
perimentgexceptfor someLAN resultsin SectionV-D),
but the LAN and the original DSL measurementesults
werevery similar to thatof DSL-TBF-600.

C. Media Scaling Measurement Environment

Streamingvideo canadjustto the available bandwidth
during congestiorby media scaling [24] wherevideo en-
codingis switchedto a lower rate. As mentionedn Sec-
tionll, RealSystenusesamediascalingtechnologycalled
SureStream in which a RealMdeoclip is encodedor mul-
tiple bandwidthg21]. Theactualvideostreamsernedcan
be variedin mid-playout,with the sener switchingto a
lower bandwidthstreamduring network congestionand
thenbackto a higherbandwidthstreamwhencongestion
clears.

We soughtto assesshe ability of the RealPlayerappli-
cationlayerto respondo differentlevelsof congestionTo
do this, we neededo measuréghe numberof scalelevels
typically usedin RealMdeosandthe actualencodedand-
width associatedvith eachscalelevel. The metricsfor
applicationlevel responsienessthen, arethe numberof
mediascalexhangeseenin aplayoutandthetime taken
for the applicationlayer encodeddatarateto drop to the
availablebandwidthduringtimesof congestion.

To study mediascalingin RealPlayerwe used Real-
Tracer, atool developedfor a previous study[19], which
plays RealMdeo streamsand records application level
statistics,including encodingrate. Unfortunately Real-
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Traceronly runs on Microsoft Windows operatingsys-
tems,sowe werenot ableto captureapplicationlayerper
formancestatisticswhen measuring*head-to-head™net-
work layerperformance.

Insteadwe setup analternatesnvironmentin whichone
of the client machinedn the DSL-TBF ervironmentwas
bootedwith Microsoft Windonvs ME and equippedwith
RealPlayer8 Basicversion6.0.9 and RealTracerversion
1.0. We thenran a non-competingsingle UDP or TCP
streamfor eachURL in the playlist, while limiting the
TBF incoming bandwidthto 35 Kbps 1°. We tried other
TBF ratessuchas 25 Kbps, 150 Kbps and 300 Kbps to
ensurewe measuredll possiblescalelevels (or encoded
bandwidths)usedfor clip playouts. However, only 2 sets
of measurementg,CP for the entireplaylistandUDP for
theentireplaylist,onthe35KbpsDSL-TBF configuration
is usedto characterizéheresponsienesof theRealMideo
mediascaling(seeSectionV-F).

IV. RESULTS

Over the courseof 2 months,we streamedover a to-
tal of 200 hoursof video from a cumulatie total of over
4000video clips. Figure2 depictsa Cumulatve Density
Function(CDF) of thevideoplayoutlengthsobseredover
all runs. The endtime is recordedby subtractingthe last
time the end-hostreceved paclets from the starttime of
theclip. The medianclip wasabout3 minutes,while the
shortestandlongestclip playedout at 20 secondsand 30
minutes respectiely.

Of the original setof 100 video clips, 1 clip could not
be sened by UDP, perhapshecausef sener firewall re-
strictions.Also, 21 clips includingthe UDP restrictedclip
becamecompletelyunavailable after the initial selection.
We removedtheseclips from furtheranalysis.

Of the remaining79 clips in the playlist, about30%

10Thequeuewassetto 5 Kbytesfor the 35 Kbps DSL-TBF configu-
ration.
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of their seners did not respondto pi ng paclets, mak-
ing them unavailable for lossandroundtrip time (RTT)
analysis.For all RTT andlossanalysisin this Sectionand
in SectionV-B, SectionV-C andSectionV-E, we removed
the datafrom theseclips. Note, however, thatwe did use
the otherdatarecordedor otheranalysis.

Figure 3 depictsa CDF of the averageRTTs obtained
via pi ng probesfor eachbottleneckbandwidth. The 75
Kbpsconnectiorhadthe highestround-triptimes. For the
150-600Kbpsconnectionsabout33%of the clips hadthe
sameRTT regardlessof the bottleneckbandwidthsince
theseclips streamat lessthan 150 Kbps, andthereforedo
not suffer additionalqueuingdelaysat the router For the
remaining70%of theclips, thelowerthebottleneckband-
width the higherthe queuingdelays,causedorimarily by
the 10 Kbyteshuffer at the bottleneckrouter

Figure 4 depictsa CDF of the lossratesobtainedvia
pi ng probesfor eachbottleneckbandwidth. About 37%
of theclips playedwith low bottleneckbandwidthshadno
loss,while about50% of the clips playedat higherbottle-
neckbandwidthshadno loss. Overall lossratesincrease
about0.1% as bottleneckbandwidthsdecreasdérom 600
Kbpsto 300Kbpsto 150Kbpsto 75 Kbps.

Figure 5 depictsa CDF of the paclet size for all the
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RealMdeo clips over TCP and the Real\Mdeo clips over
UDP. In generalthe TCP streamausedlarger pacletsthan
the UDP streamswith a medianUDP paclet sizeof about
640 Kbytes,anda medianTCP paclet sizeof about1100
Kbytes. Moreover, more than 30% of the TCP paclets
were equalto the typical network MTU, 1500 Bytes. A

possiblereasorfor thelargerpaclet sizesover TCPis that
while RealSererscancontrolthe applicationframesizes
to send,with TCP, thoseframesare often groupedand
sentbasedon the current TCP window sizes. Although
notshawn in thegraph,for the samebandwidth(in Kbps),
thelarger pacletsmeantTCP streamssentfewer network

pacletsthanthe UDP streams.

In order to provide backgroundfor the forthcoming
analysisin SectionV, we presentwo examplesshaving
throughputversustime for a RealMdeo streamover UDP
going“head-to-headWwith a RealMdeo streamover TCP.

Figure 6 (top), shavs anunconstrainechetwork which
allowed both UDP and TCP to streamasdesired.During
thefirst partof eachclip, bothstreamdilled a delaybuffer
(asmentionedin SectionV-D) at a higherdatarate than
the dataplayoutrate. The UDP streamtook an aggres-
sive buffering approachthen slowly adaptedo the net-
work conditions. In contrast,the TCP streammore con-
senatively increasedhe transmissiorrate during buffer-
ing. Detailedanalysisof RealMdeo buffering over TCP
andUDP is providedin SectionV-D.

After the buffering phasepoth UDP and TCP streamed
at a steady comparableplayout rate since therewas no
congestion. The averagebandwidthover the entire clip
playoutwasrelatively fair. Detailedanalysisof RealMdeo
averagebandwidthover TCPandUDP is providedin Sec-
tion V-A.

Duringtheplayoutphasethebandwidthtakenover 500
ms intenals had aboutthe samevariance (was equally
“smooth”) for both UDP and TCP. Detailed analysisof
RealMdeo smoothnessver TCP andUDP is provided in
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Fig. 6. Head-to-HeadJDP versusTCP Streaming:FairPlayer
(top) andFoulPlayer(bottom)

SectionV-G.

Figure 6 (bottom), shawvs two video streamscontend-
ing for limited network bandwidth.During thefirst partof
eachclip, UDP aggressiely grabbedthe available band-
width, thenslowly reducedts datarateasit encountered
congestion. TCP, on the other hand, was severely lim-
ited in bandwidthreceved until it slovly took up the
bandwidththe UDP streamreleased. This unfairnessin
bandwidthpersistedor nearlythe entireclip, resultingin
a lower averagebandwidthfor TCP than UDP. Detailed
measurementsf unfairnessn averagebandwidthfor Re-
alVideo over TCPversusUDP areprovidedin SectionV-
A, with analysisof TCP-Friendlinesén SectionV-E. Pos-
siblereasongor bandwidthunfairnessareprovide in Sec-
tion V-B andSectionV-C.

At 30 secondsthe TCP streamscaledits application
layer datarate down to the lowest quality level (audio
only), which allowed the UDP streamenoughbandwidth
roomto scaleup its quality level, creatingan greaterun-
fairness.At 70 secondsthe TCP streamincreasedts ap-
plication datarate, causingthe UDP streamto encounter
congestioranddecreasés applicationdatarate. From70
to 130 secondsthe averagebandwidthfor both streams
was relatively fair. At 130 seconds,the TCP stream
againdecreaseits applicationdatarateallowing the UDP



streamto twice increaseits applicationdatarate. How-
ever, for the final 20 secondsthe UDP streamscaledits
dataratedown to matchthe TCP datarate,whereuporthe
TCP streamscaledits datarateup to surpasghatof UDP.
Detailedanalysisof the behaior androle of application
level dataratescalingis providedin SectionV-F.

V. ANALYSIS

In analyzingtheresponsienesf RealMdeoover UDP
comparedvith RealMdeoover TCP, wefirstanalyzeband-
width aggrgatedover all clips and then comparehead-
to-headbandwidthuse (SectionV-A). Next, we explore
correlationsof bandwidthdisparity with round-triptimes
(SectionV-B) andlossrates(SectionV-C). We thenmea-
suretherateof initial buffering comparedwith the steady
playoutratefor both RealMdeo over TCP andRealMideo
over UDP (SectionV-D). After that,we compareheband-
widths of the TCP and UDP clips with a TCP-Friendly
rate(SectionV-E). We thenmove to the applicationlayer
wherewe analyzeheapplicationscalingcapabilitiegSec-
tion V-F). Lastly, we endwith analysisof the smoothness
of playoutfor RealMdeo over UDP ascomparedwith the
smoothnessf playoutfor RealMdeo TCP (SectionV-G).

A. Bandwidth

Figure 7 depictsCDFs of the averagebandwidthused
by TCPandUDP for eachclip for bottleneckbandwidths
of 600, 300, 150 and 75 Kbps. The TCP and UDP dis-
tributions are nearly the samefor the 600 Kbps bottle-
neckbandwidths.However, asbandwidthbecomesnore
constrainedthedistributionsseparatewith UDP having a
consistenthyhigherdistribution of bandwidthehanTCPR.

We next analyzethe head-to-headbandwidthfor each
pairof (TCP, UDP)clips. For eachclip pair, in Figure8 we
plot an(z,y) pointwherez is the averagebandwidthused
by the TCP streamandy is the averagebandwidthused
by the UDP stream.The pointsfor eachbottleneckband-
width are depictedby a differentpoint style. The dashed
45 dgyreeline providesareferencdor bandwidthequally
sharedby TCP and UDP. Pointsabove the line indicate
UDP receiredmoreaveragebandwidthwhile pointsbelow
the line indicate TCP receved more averagebandwidth.
The distancefrom the line indicatesthe magnitudeof the
averagebandwidthdifference.

FromFigure8, while therearesomepointsthatlie along
the equalbandwidthline, thereare mary casesof band-
width disparity The highestbandwidthplayoutsfor the
600 Kbps bottleneckbandwidthshad the greatesthand-
width disparities. For the 600 Kbps bottleneckband-
widths, therearevisually asmary pointsbelov the equal
bandwidthline where TCP receved more bandwidthas
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thereare abore the equalbandwidthline where UDP re-
ceived more bandwidth. For the lower bottleneckband-
widths,therearevisually considerablymorepointsabore
the equalbandwidthline, indicating UDP receved more
bandwidth.

We next analyzethe bandwidthdisparityrelative to the
bottleneckbandwidthavailable. For eachclip pair, we
subtractthe UDP averagebandwidthfrom the TCP aver-
agebandwidthanddivide the differenceby the bottleneck
bandwidth. Thus,equalsharingof bandwidthhasa value
of zero, a value of -1 indicatesUDP got the entire bot-
tleneckbandwidth,and a value of +1 indicatesTCP got
the entirebottleneckbandwidth.Figure9 depictsCDFsof
the normalizedbandwidthdifferencedor eachbottleneck
bandwidth.

For the 600 Kbps bottleneckbandwidth,about40% of
the clips sharedthe bandwidthequally As indicatedby
theregionin thetop right, about30%of the TCP clips got
more bandwidththan their counterpartUDP clips while
about20%of the UDP clips gotmorebandwidththantheir
counterparfTCP clips, asindicatedby the region in the
bottomleft. Thegreatesbandwidthdisparitywasapprox-
imately half the bottleneckbandwidth.

For the lower bottleneckbandwidths,there were in-
creasinglyfewer clips with equalbandwidth. The UDP
clips got substantiallynorebandwidththandid their TCP
counterpartsasindicatedby thelarge areasunderthe dis-
tributions on the bottom left. For the 300 Kbps bottle-
neck bandwidth,about60% of the UDP clips got more
bandwidththan their TCP counterpartsand for the 150
Kbps and 75 Kbps bottleneckbandwidthsabout70% of
the UDP clips got more bandwidththantheir TCP coun-
terparts.For 300,150and75Kbpsbottleneckbandwidths,
about20%of the UDP clips gottwice thenormalizeband-
width of their TCP counterparts. For 150 and 75 Kbps
bottleneckbandwidths,about20% of the UDP clips re-
ceived morethan 80% more of the bottleneckbandwidth
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thantheir TCP counterparts.However, evenfor the low-
estbottleneckbandwidthstherewerestill casesvherethe
TCP clips got more bandwidththan their UDP counter
parts,as depictedby the areasabove the distributionsin
theupperright.

In general,as bandwidth becomesmore constrained,
streamingRealMdeo clips over UDP receve relatvely
more bandwidththan do streamingstreamingRealMdeo
clipsover TCP.

B. Round-Trip Time

We next analyzeif bandwidthdisparity increaseswith
round-trip time. The datarate of TCP is pacedby ac-
knowledgments,so a higher round-trip time directly re-
sultsin a lower maximumthroughput. The datarate of
UDP, however, is notsimilarly constrainedsuggestinghat
higherround-triptimesmay malke the end-hostslower to
respondo congestiontherebyincreasingheoverallband-
width usedby UDP.

For eachclip pair, we subtractthe UDP averageband-
width from the TCP averagebandwidthandgraphthe dif-
ferenceversusthe averageRTT for that run. Figure 10
depictsthe differenceversusRTT for all clips. The points
belav the horizontalzeroline arerunsin which the UDP
clips got more bandwidth than their TCP counterparts,
while the pointsabove the horizontalzeroline arerunsin
which the TCP clips got more bandwidththantheir UDP
counterpartsVisually, the UDP clips appeartto have got-
ten slightly morebandwidthasthe RTTs getlarger The
correlationcoeficient is -0.13. For reference,we also
graphaleast-squareline of thedifferenceversughe RTT.

We continuethe round-trip time analysisin Figure11
which depictsthe differencesversusRTT for eachbottle-
neckbandwidth.For eachbottleneckbandwidthwe graph
a least-squaresrror line and computethe correlationco-



correlation -0.22

H
O o
=)
& PoyP o

Average Bandwidth Difference (TCP-UDP) (Kbps)
)

-150

0 200 400 600 800
RTT (milliseconds)

1000

Fig. 10. Head-to-Headdifference(TCP - UDP) in Average

Bandwidthvs. Round-Tip Time for All BottleneckBand-
widths

efficient. For 600 Kbps, the correlationwith bandwidth
differenceandRTT is very slight. However, whenband-
width becomesgonstrainedasin thecase®f 300,150and
75 Kbpshbottleneckhandwidthstherewasa modestcorre-
lation betweenbandwidthdifferenceand RTT, with UDP
having gottenincreasinglymore bandwidththan TCP as
theround-triptimesincreased.

In general,asround-triptime increasesstreamingRe-
alVideoclips over UDP receve relatively morebandwidth
than do streamingRealMdeo clips over TCP for band-
width constraineatonditions.

C. Loss

We next analyzeif bandwidthdisparity increaseswith
lossrate. The datarate of TCP is typically halved with
eachlossevent, so a higherlossratedirectly resultsin a
lower maximumthroughput. The datarate of UDP, how-
ever, is not similarly constrainedsuggestinghat higher
lossratesmay beignoredor downplayed therebyincreas-
ing the overall bandwidthusedby UDP.

For eachclip pair, we subtractthe UDP averageband-
width from the TCP averagebandwidthandgraphthe dif-
ferenceversusthelossratefor thatrun. Figure12 depicts
the differenceversuslossrate for all clips. Visually, the
UDP clips appeatto getonly slightly more bandwidthas
thelossratesincreaseThecorrelationcoeficientis -0.03.
For referencewe alsographa least-squaresrror line of
thedifferenceversusthelossrate.

We continuethe round-trip time analysisin Figure 13
which depictsthedifferences/ersudossratefor eachbot-
tleneck bandwidth. For eachbottleneckbandwidth,we
graph a least-squaregrror line and computethe corre-
lation coeficient. For 600 Kbps, thereis no correlation
with bandwidthdifferenceandlossrate. However, for all
other bandwidthconstrainedconditions, the correlations
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betweenbandwidthdifferenceandloss rate were moder
ate,with UDP having gottenincreasinglymorebandwidth
thanTCP asthelossratesincreased.

In general,aslossrateincreasesstreamingRealMdeo
clips over UDP receve relatvely morebandwidththando
streamingReal\Mdeo clips over TCP for bandwidthcon-
strainedconditions.

D. Buffering Data Rate

As shawn in the exampleat the endof SectionlV, Re-
alPlayerbuffersdataatanacceleratedatefor thefirst part
of aclip. Analyzingthe rateof this buffering rate versus
steadyplayoutratemayhelpto characterizeéhe burstyna-
ture of RealMdeostreams.

The buffering rate was difficult to determineby look-
ing at bandwidth during fixed time periods, especially
whenTCPwascontendingor bandwidth.An aggressiely
buffering UDP streamoften reducedthe playoutrate for
the TCP streamfor tensof seconds.After this time, the
UDP streammight have finished buffering, allowing the
TCP streamto increasats bandwidthto its normalbuffer-
ing rate. So, for eachclip, we computethe maximum
bandwidthaveragedover 10 secondintenals taken over
the first 80 seconddcalling this the buffering data rate)
andcomparedhis to the averagebandwidthover thetime
from 100secondsintil theclip endg(callingthisthesteady
playout rate).

Figure 14 depictstheratio of the averagebuffering data
rateto the averagesteadyplayoutratefor differentsteady
playoutrates.For referencearatio of 1 indicatesthatthe
buffering datarate was equivalent to the steadyplayout
rate. Low bandwidthclips bufferedat up to 6 timestheir
averageplayoutrate. Higher bandwidthclips buffered at
relatively lowerrates possiblybecauseotal bandwidthre-
strictionslimited themfrom buffering ata higherrate.

In order to determineif bandwidth restrictionslimit
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buffering rates,we ran a setof experimentswith the bot-
tleneckbandwidthbeingthe campud_AN attachedo the
Internetvia a 15 Mbpslink*L. In this setupthe LAN ervi-
ronmentwasrelatively unconstrainedhaving abottleneck
bandwidthwhich wastypically at leastthreetimesthat of
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our 600Kbpshbottleneckbandwidth.

Figure 15 depictsa CDF of the ratio of the average
buffering datarateto the averagesteadyplayoutrate. The
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buffering rateto steadyratefor UDP wasnearlythe same
asthatof TCPfor 40% of theclips. For 60% of theclips,
however, theratio of buffering rateto steadyfor UDP was
significantlyhigherthanthatof TCP. For UDP, the“steps”
in the CDF areattypical bandwidthencodingrates where
the buffering rate wasa fixed multiple of theserates. For
TCR, thesteepslopein the CDF ataround2 suggest§ CP
streamgypically bufferedat aratetwice thatof the steady
playoutrate.

In general,both RealMdeo clips over UDP and Re-
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alVideoclips over TCPbuffer dataatasignificantlyhigher
rate thanthe steadyplayoutrate, suggestinghat overall
RealMdeotraffic is bursty

E. TCP-(Un)Friendly

AlthoughRealMdeoover UDP mayreceve adispropof
tionateshareof bandwidthversustheir TCP counterparts,
this may be becausdrealMdeo TCP clips transmitat less
thantheir maximumrate. A more serioustestof unfair-
nessis whetherRealMdeo over UDP is TCP-Friendly in
thatits datarate doesnot exceedthe maximumarrival of

a conformantT CP connectionn the samecircumstances.

The TCP-Friendlyrate, T' Bps, for a connectionis given
by [9]:

p < L5V2B xs

<M ®

with paclet size s, round-triptime R andpaclet droprate
p. FromsectionV-C, approximately40% of the clips that
hadno measuredoss,andsowe remove themfrom futher
TCP-friendly analysis. For the remainingclips for each
run, we computethe TCP-Friendlyrate (T') (equationV-

E), usingapaclet size(s) of 1500byted? andthelossrate
(p) andRTT (R) obtainedfrom the correspondingi ng
samples. We then compareT" to the averagebandwidth
usedby first the UDP clip andthenthe TCPclip. For each
bottleneckbandwidth we recordthetotal numberof times
eachprotocoltype wasnot TCP-Friendly Theresultsare
shavnin Tablel.

Overall, about11% of the UDP clips were not TCP-
Friendly with the lower bottleneckbandwidthshaving
a slightly higher percentage. For the 600 Kbps bottle-
neck bandwidth,someTCP clips shaved up as not be-
ing TCP-Friendly aboutthe samenumberof UDP clips
thatwerenot TCP-Friendly Thisanomalywasmostlik ely
notcausedy anincorrectTCPimplementationbut rather
wasbecausehelossratesweresampledandthe 600Kbps
bottleneckbandwidthclips hadverylow lossratesmaking
themsusceptibld¢o unlucky sampling.

TheTCP-Friendlyformulain equationV-E is consera-
tivein thatit computeshemaximumbandwidthanaggres-
sive TCP connectionwould receve. Thus, connections
thatachieve morebandwidththancomputedn equatiorv-
E areclearlynot TCP-Friendly In generalwhile thereare
mary caseswherestreamingRealMdeo over UDP is, in

12The maximumpaclet sizerecorded SeeFigure5



Bottleneck| Un-Friendly | Un-Friendly
Bandwidth UDP TCP
75Kbps 8 (12%) 0 (0%)
150Kbps 7 (11%) 0 (0%)
300Kbps 9 (14%) 0 (0%)
600Kbps 4 (6%) 5 (8%)
\ Total \ 28 (11%) \ 5 (2%) \
TABLE |
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principle, TCP-Friendly evidencesuggestshat streaming
RealMdeoclips over UDP canbe non TCP-Friendly par
ticularly for bandwidthconstrainedonditions.

F. Media Scaling

Mediascalingtechnologiegdaptmediaencodingo the
availablebandwidthin aneffort to provide acceptablene-
diaquality over arangeof availablebandwidthg425], [26].
In timesof congestionmediascalingbenefitdoththenet-
work, by reducingofferedload,andalsothe user by pro-
viding gracefuldegradationin perceved quality [24]. As
mentionedn Sectionll, RealSystemprovide SureStream
mediascalingattheapplicationlevel thatcanselectanad-
equatequality versionof a video for the currentnetwork
conditions.

In the previous section,we shaved that even if using
mediascaling, RealMdeo streaming(over UDP) can be
still non TCP-Friendly This sectionanalyzesdatafrom
the mediascalingmeasuremerexperimentsasdescribed
in Sectionlll-C, in aneffort to determinewhy.

Figure 16 shavs CDF of the number of distinct
encoded-bandwidtlevels seenin eachclip for all runs.
About 35% of the clips were not using mediascalingat
all, andtherefore,over UDP, theseclips were unrespon-
sive to network congestion. Lessthan 50% of the clips
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wereusingmorethan4 levels of scalingandsocouldonly
adjustto theavailablebandwidthcoarsely

Figure 17 shawvs the scale levels and corresponding
bandwidthsfor eachclip, sortedfirst by numberof lev-
els, and secondby the lowest encodedbandwidth. For
theunresponsk clips (thosewith only 1 scalelevel), 40%
werehigh-qualityvideo clips thatrequiredmorethan 150
Kbpsof bandwidth.Also, over 1/2 of the clips with 3to 5
scalelevelsweretargetedprimarily for broadbanaonnec-
tions and could not adaptto bandwidthsbelonv 50 Kbps.
Streamingtheseclips on bandwidthconstrainedinks us-
ing UDP would causeunfairnessto ary competingTCP
flows. RealMdeoclips with morethan5 scalelevelswere
designedo adaptmore readily to low bandwidthcondi-
tions, evidencedby the numberof scalelevels with low
bandwidth,but may still have beenunfair at higherband-
widths.

When bandwidthreducesduring congestion,in order
to presere timing the real-timesenersmustemplo/ me-
dia scaling whether streamingover UDP or TCR Fig-
ure 18 shavs the mediascalingbehaior of two sample
RealMdeoclips streamingover UDP and TCR, wherethe
inboundbandwidthavailablewas35 Kbps. For bothclips
andboth streamsthe initial encodedandwidthwas sig-
nificantly higherthantheavailablebandwidth depictedoy
the horizontalline at 35 Kbps. Eachsteprepresentan
applicationlayer scalingof bandwidth. In the top graph
of Figure 18, both TCP and UDP scaledtheir application
datarate6 timesbeforetheencodedatesettledata proper
applicationratebelav the available bandwidth.However,
UDP was able to obtainthis applicationlevel rate much
more quickly thandid TCPR In the bottom graphof Fig-
ure 18, UDP quickly used? scalelevelsto adjustthe ap-
plication’s datarateto theavailablebandwidth while TCP,
ontheotherhand,took morethan20 secondgo adjustthe
rate,andthenit did soin one,large encodingratechange.

We believe thedifficulty RealPlayepver TCPhasin ad-
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Fig.

justingthe applicationdatarateto the network datarateis
becausd CP hidesnetwork information. RealPlayeiover
TCP canonly measureapplicationlevel goodputandnot
informationon paclet dropratesor network paclet round
trip times. RealPlayerover UDP, on the otherhand,can
more easily detectpaclet lossesand measureround-trip
times, allowing it to more quickly adjustthe application
datarateto the network rate.

Moreover, for high-qualityvideosnotableto detectnet-
work congestionis critical. As evidencedby the TCP
streamin the bottom graphof Figure 18, the sener fills
available TCP bufferswith high quality video framesthat
mustbe deliveredby the transportlayer beforeit is able
to scaledown. For the user this resultsin a large delay
beforeframeplayoutbeginsasthehigh-qualityframesare
bufferedoveralow-bandwidthconnection Quantitatvely,
by lookingattheend-timeof transmissionthetop graphof
Figure18 shavsthatto play 3 minutesof video, streaming
over UDP took about200 secondswhile streamingover
TCPtook morethan300secondslin otherwords,stream-
ing over UDP required20 secondof buffering to play 3
minutesof avideoclip, while streamingover TCPrequired
morethan2 minutesof buffering to play the sameclip.

In Figure19,the CDFsdepictthenumberof mediascale
changesseenfor eachvideo clip, andsummarizeherel-
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ative responsienessof RealMdeoto scalethe application
datarateto below the network bandwidth. Overall, UDP
streamshad more scalechangeshan did TCP streams.
Also, Figure 19 shavs that about20% (55% - 35%) of
the streamghat scaledwhen streamecdbver UDP did not
scaleatall whenstreameaver TCP.

Figure20 summarizesheresponsienesof RealMdeo
media scaling basedon how quickly the video stream
adaptedo theavailablebandwidthafterstreamingstarted.
Specifically we measurethe time taken for the coded-
bandwidthto dropundertheinboundbandwidthlimit, de-
picted asthe first point underthe 35 Kbps limit for each
streamin Figure 18. Figure 20 shaws that about15% of
videoclips werelow-quality andalwaysrequiredessthan
35 Kbps. Also, 25% (40%- 15%) of thevideoclips were
ableto adaptto the availablebandwidthwithin a coupleof
secondsindependensdf thetransporprotocolused.How-
ever, for the remaining60% of the clips, the TCP video
streamgook significantlymoretime to adapttheir scales
to the availablebandwidth.For example,80% of the UDP
video streamsadaptedo the available bandwidthwithin
10 secondswhile it took more than 25 seconddor the
samepercentagef the TCPvideostreamdo adapt.

In generala significantfraction of RealMdeo clips are
unableto adapttheir applicationdataratesto the avail-
able network bandwidth, causingUDP streamingto be
unfair underbandwidthconstraineadtonditions.However,
mostRealMdeo clips can,anddo, scaletheir application
dataratesto the available network bandwidth. RealMdeo
streamsover UDP can adjusttheir applicationdatarate
to the available bandwidthmore efficiently than can Re-
alVideoover TCP.

G. Smoothness

Streamingmediahasmorestricttiming constraintghan
doestraditionalmedia. Streamingvideorequiresnot only
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amoderateo high bandwidthbut alsoa smoothdatarate.
TCP’s acknavledgmentbasedwindow adwancementan
resultin a bursty datarate, especiallyfor high round-trip
times. Streamingmediaapplicationsoften cite theserea-
sonsin choosingUDP asatransporiprotocol.

For eachclip, we calculatethe“smoothnessdf thenet-
work datarate by taking the ratio of consecutie band-
widths measurecbver 500 ms intenals. For example, if
the datarate is 200 Kbps for onetime interval and 400
Kbps the next time intenal, the smoothnessvould be 2.
If the dataratethendroppedby half backto 200 Kbps, it
would be 0.5. Figure21 depictsCDFsof smoothnes$or
eachnetwork bottleneckbandwidth. Both TCP andUDP
were smoothfor a bottleneckof 600 Kbps. With bottle-
neckbandwidthsof 300,150and75 Kbps,bothTCP and
UDP becamenoticeablylesssmooth,with TCP often far
lesssmooththanUDP.

In general streamingRealMdeoclips over UDP receve
a smoothermplayoutratethando streamingstreamingRe-
alVideo clips over TCP for bandwidthconstrainectondi-
tions.

V1. DISCUSSION OF RESULTS

In the currentinternet,thereareno concreteincentives
for applicationsthat use UDP to initiate end-to-endcon-
gestioncontrol. In fact,atthe network level, unresponsie
applicationsmay be “rewarded” by receving more than
their fair shareof link bandwidth. As seenin SectionV,
streamingmediaover UDP canresultin a higheraverage
bandwidthratethanstreamingmediaover TCP, primarily
becauseompetingTCP sourcesareforcedto transmitat
areducedate.Plus,asseenn SectionV-F, it is moredif-
ficult for the applicationlayerto adjustthe encodingrate
to theavailablebandwidthwhenusingTCP (becaus¢here
is no API that givesyou available bandwidth,for exam-
ple). Lastly, asseenin SectionV-G UDP often provides
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a smoothemediaplayoutratethan TCP. Thus,thereare
strong application-orientg reasonsfor streamingmedia
to useUDP ratherthan TCP, suggestingpotentially high-
bandwidthvideo over UDP may contrilute to congestion
collapse.

However, given the currentclimate where end-to-end
congestioncontrol, and even TCP-Friendly congestion
control, is fundamentallyimportantto the well-being of
the Internet, there are likely social pressuredor video
software designersnot to releaseproductswithout some
form of end-to-endcongestiorcontrol. Moreover, anun-
responsie “fire-hose” application, such as high quality
video over a congestedink, is ineffective from the ap-
plication standpoinprimarily becausdaving a congested
router randomly drop paclets can causemore important
datapacletsto be dropped.Instead applicationscansig-
nificantly benefitby usingmediascaling,asillustratedby
RealPlayerin SectionV-F to make intelligent decisions
aboutwhich paclets not to sendbeforehandmakinglow
guality video over the samecongestedink quite effec-
tive. Anecdotally in our pilot testswith severecongestion,
olderversionsof RealPlayewould continueto attemptto
streanvideo,inducingevenmorecongestionwhile newver
versionof RealPlayewould terminatethe connectiorun-
derthesameconditions.Moreover, asshavn in SectionV-
F, RealMdeoover UDP clearlyscaleshe applicationdata
rateto meetthe availablebandwidth.Thus,while it is not
clearasto exactly what degree practicalor socialincen-
tivesareeffective, they maybehaving asignificantimpact.

The higher buffering rate seenin SectionV-D is ben-
eficial for users,but possiblyharmful to the network. A
higher buffering rate either allows the playerto build up
a larger buffer beforebeginning frame playbackandthus
betteravoiding any unsmoothnessausedy network jit-
ter or transientcongestionor allows the frame playback
to begin earlier However, the increasedbuffering rate
malkes the streamingtraffic more bursty and, with UDP,
it cancauseavenmoreunfairnessversusotherTCP flows.
Overall, from thenetwork point of view, the buffering rate
shouldbelimited to theplayoutrate.

VIl. CONCLUSIONS

Thedecreasingostof powerful PCsandtheincreasen
videocontenton the Webis fueling the growth of stream-
ing videooverthelnternet.Unlike traditionalapplications,
streamingvideo often usesUDP as a transportprotocol
ratherthan TCP, suggestinghat streamingvideo may not
be TCP-friendlyor thatstreamingzideomaybeunrespon-
sive to network congestion. Since congestioncontrol is
fundamentallyimportantto the health of the Internet, a
betterunderstandingf streamingvideo using UDP ver-
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susTCPcanhelpfocusnetwork layerresearchhatdetects
andpolicesunresponsik flows, or transportayerresearch
thatdevelopsbetterstreamingprotocols.

Commercialstreamingvideo players,suchasRealNet-
works’ RealPlayerpromiseto have a large influenceon
theimpactof streamingvideo on the Internet. While pre-
vious empirical studieshave focusedon Internettraffic in
generalor have concentratean overall measurementsf
streamingapplicationsto thebestof our knowledge there
have beemodetailedstudiesontheresponsienesgso con-
gestionof commercialplayersstreamingover UDP rela-
tiveto TCP.

In this work, we do “head-to-head’network perfor
mance comparisonsof RealMdeo streamingover UDP
with RealMdeo streamingover TCP. We setup a testbed
that allows us to simultaneouslystreamtwo RealMdeo
clips, one over TCP and one over UDP, along the same
network path. Our testbedalso lets us control the net-
work bottleneckbandwidth,thusallowing usto compare
theresponsienesgo congestiorof the UDP andthe TCP
streams. Using our testbed,we streamover 1000 video
clips with a variety of contentand encodingbandwidths
selectedrom acrosgheInternet.

Overall, we find there are mary incentves for Re-
alVideo streamgo useUDP versusTCP, including higher
averagebandwidthduring congestion,smootherplayout
rateduringcongestiorandmoreefficientapplicationlayer
mediascaling.

RealMdeoover UDP typically recevesthe sameband-
width asthatof RealMdeoover TCP. Evenduring periods
of pacletloss,mostRealMdeooverUDPis TCP-Friendly
However, under constrainedbandwidth conditions, Re-
alVideo over UDP can get substantiallymore bandwidth
thanRealMdeoover TCRP. Thebandwidthusegetsincreas-
ingly unfair with anincreasean pacletlossrateandround-
trip time.

Most RealSererscan,andoften do, scalethe applica-

tion layerdataratein anattemptio matchthe network data
rate. Applicationscalingtendsto be coarserat higherlev-

els of bandwidthbut is often fine grainedat lower levels
of bandwidth. While applicationscalingcanbe an effec-
tive meansf respondingo congestionabout35%of Re-
alVideoscannotdoapplicationscalingatall. Adjustingthe
applicationdatarateto the network bandwidthis moredif-

ficult whenstreamingover TCP versusUDP, mostlikely

becausel CP streamsdo not have as much information
aboutthe currentnetwork stateasdo the UDP streams.

RealPlayersypically buffer videodatafor up to 40 sec-
ondsat a muchhigherratethanthe averageplayoutrate.
While beneficialto the user thisinitial burstof traffic can
causeconsiderablecongestionand probably makes Re-
alVideonetwork traffic moredifficult to manage.

When bandwidth is constrained,RealMdeo streams
over UDP typically playout at a smootherrate than Re-
alVideo streamsover TCP. However, both TCP andUDP
streamareequallysmoothwhenthereis no contentiorfor
bandwidth.

VIII.

Thiswork is only anotherstepin theanalysisof stream-
ing multimediatraffic onthe Internet,leaving mary areas
for futurework.

The major commercialcompetitorto RealNetvorks’
RealPlayeris Microsoft's Windows Media Player A
“head-to-head’performancecomparisonof MediaPlayer
streamingover UDP might be beneficialto understandhe
differencesn responsienessacrosscommerciaplayers.

We intentionally selectedpre-recordedvideo clips to
help ensureconsisteng in the videos playedout during
eachsetof experiments Live contentcapturedandsened
directly from a video cameraor television, typically has
different characteristicihan does pre-recordedcontent.
Futurework could be to measurdhe performanceof live
RealMdeocontentonthe Internetandcomparét to thatof

FUTURE WORK



the pre-recordedRealMdeocontentin our study

Thework in this paperdid not explore the relationship
betweermerceptuatjuality of thevideo,influencedoy ap-
plication level metricssuchas frame rate andjitter, and
network metrics. A betterunderstandingf the impact
on perceptuaguality onvideostreamingover UDP versus
TCP might further aid in developingmore effective ways
to usea TCP-Friendlyshareof bandwidth.
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