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Abstrat

Lateny on the Internet is a well-known problem for

interative appliations. The growth in interative net-

work games brings an inreased importane in under-

standing the e�ets of lateny on user performane.

Classes of network games suh as First Person Shoot-

ers (FPS) and Real-Time Strategy (RTS) di�er in their

user interation model and hene suseptibility to la-

teny. While previous work has measured the e�ets

of lateny on FPS games, there has been no systemati

investigation of the e�ets of lateny on RTS games. In

this work, we design and ondut user studies that mea-

sure the impat of lateny on user performane on three

of the most popular RTS games. As a foundation for

the researh, we separated typial RTS user interations

into the basi omponents of explore, build and ombat,

and analyzed eah individually. We �nd modest statis-

tial orrelations between user performane and lateny

for exploration, but very weak orrelations for building

and ombat. Overall, the e�et of even very high la-

teny, while notieable to users, has a negligible e�et on

the outome of the game. We attribute this somewhat

surprising result to the nature of RTS game-play that

learly favors strategy over the real-time aspets.

1 Introdution

Over the past deade, the Internet has grown in

popularity and apability at exeptional rates. In

1997, there were 36.6 million homes with om-

puters and only 18 million of them had Inter-

net aess [7℄. By the year 2000, the number of

homes with omputers had grown to 51 million,

41.5 million of whih had Internet aess, and many

with broadband Internet onnetions suh as able

modems and DSL lines.

This growth in Internet popularity and apabil-

ity has led to an inreasingly diverse set of Internet

appliations with varying network behaviors and

requirements. Charaterizing the behavior of these

appliations involves studying the key metris of

lateny and throughput. Traditional appliations

suh as �le transfer, Usenet news and email are pri-

marily onerned with throughput and an tolerate

delays on the order of minutes. Web browsers are

also onerned with throughput, but the intera-

tive nature of browsing requires latenies on the

order of seonds or at most tens of seonds [5℄.

Emerging real-time appliations suh as IP tele-

phony and networked games typially have the low-

est throughput requirements but are even less tol-

erant of lateny than other appliations. Know-

ing how these real-time appliations reat to la-

teny and loss is the ruial �rst step in designing

the next generation network hardware and software

that will support their requirements. In addition,

lassi�ations of real-time appliations aording to

lateny tolerane will enable designers, developers

and engineers to make informed deisions on appro-

priate quality for lasses under suh arhitetures

as Di�Serv [6℄.

The most popular real-time appliations are

multi-player network omputer games that an

make up around half of the top 25 types of non-

traditional traÆ for some Internet links [14℄ and

are predited to make up over 25% of Loal Area

Network (LAN) traÆ by the year 2010. In 2000,

the U.S. eonomy only grew 7.4% while the om-

puter and video game industry grew by 14.9%, out-



paing growth in other high-teh industries and

even Hollywood over the previous �ve years [11℄. In

2002, over 221 million omputer and video games

were sold, or almost two games for every house-

hold in Ameria.

1

Knowledge of how network re-

lated issues, suh as lateny and paket loss, af-

fet the usability of games an be of great use to

the ompanies that make these games, network

software and equipment manufaturers, Internet

Servie Providers (ISPs), and the researh om-

munity at large. In partiular, if established la-

teny requirements and any assoiated trade-o�s

were known, ISPs ould establish tari�s based on

ustomers' indiated maximum delays, requested

Quality of Servie (QoS) and the ISP's ability to

meet these demands.

Two of the most popular ategories of real-time

network games are First Person Shooter (FPS)

games and Real-Time Strategy (RTS) games. FPS

games, �rst made popular by Doom,
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have the

player view the world through the eyes of a har-

ater (the �rst person). Players then move around

slaying monsters and other players with an amal-

gamation of ranged weaponry (the shooter). RTS

games, �rst made popular by Dune 2,

3

are gener-

ally haraterized by resoure olletion, unit on-

strution, and battles that onsist of large numbers

of soldiers going through a repetitive, animated at-

tak.

While there has been researh qualitatively har-

aterizing the e�ets of lateny for ar raing [16℄,

ustom games [19℄ and popular FPS games [2, 10℄

as well as a general awareness of lateny issues [3, 4,

12, 15℄, quantitative studies of the e�ets of lateny

on RTS games have been laking. Moreover, it is

unlikely that all games, suh as FPS games, have

the same network requirements as do RTS games.

In many FPS games, exat positioning and timing

is required, beause, for example, a target must

still be at the loation where the player aimed in

order for the shot to hit. In many RTS games, the

positioning and timing is more forgiving beause,

for instane, a ommand an be issued to attak a

unit, regardless of its urrent loation or its dire-
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Top Ten Industry Fats, IDSA, http://www.idsa.om/-

pressroom.html
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http://www.idsoftware.om/games/doom/
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http://www.dune2k.om/duniverse/dune2/

tion and time of movement.

This work studies the e�et of lateny on user

performane and network traÆ for three of the

most popular RTS games, all from well-established

game lineages: Blizzard's Warraft III

r
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the

latest and best selling [18℄ RTS game from the

Warraft lineage; Mirosoft and Ensemble Stu-

dios' Age of Mythology

r
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the latest extension

of the extremely popular Age of Empires se-

ries [17℄; and Eletroni Arts' Command and Con-

quer: Generals
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the latest installment in the long

line of suessful Command and Conquer games,

�rst started by Westwood. We quantify the ef-

fet of lateny on user performane in RTS games

by analyzing the results of ontrolled researh ex-

periments designed to measure appliation-entri

quality of servie over a range of indued laten-

ies. As a foundation for RTS researh, we divide

RTS games up into fundamental game omponents

of building, exploration and ombat. We then de-

velop multiple riteria for measuring user perfor-

mane in RTS games and use these riteria in very

arefully designed experiments to determine user

performane over a range of lateny onditions. We

fous initially on Warraft III, providing in-depth

analysis aross appliation, network and user lev-

els. We then apply the same methodology and

analysis to Age of Mythology and Command and

Conquer: Generals in order to generalize the War-

raft III results to other RTS games.

We �nd that latenies up to several seonds have

little e�et on the �nal outomes of building, ex-

ploration, and most ombat. Although, the e�e-

tiveness of ertain strategies that involve preise

timing of events are inuened by the amount of

lateny, very few suh strategies prevail in typi-

al RTS games. Overall, strategy plays a muh

larger role in determining the outome of the game

than does lateny. We onlude that RTS games

should be plaed in a di�erent QoS lass than appli-

ations with stringent lateny onstraints, suh as

FPS games or audio-onferenes, sine RTS games

have lateny requirements more similar to those of

Web browsing.

The rest of this paper is organized as follows:
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Setion 2 presents bakground information on RTS

games; Setion 3 desribes our approah to mea-

sure the e�ets of lateny on RTS games; Setion 4

analyzes the appliation, network and user results

from our experiments with Warraft III; Setion 5

generalizes the results of Warraft III by applying

our methodology to Age of Mythology and Com-

mand and Conquer: Generals; Setion 6 summa-

rizes our onlusions; and Setion 7 presents possi-

ble future work.

2 Bakground

In Real Time Strategy (RTS) games, players on-

strut buildings and �ghting units, and issue om-

mands that ause the units to move, engage enemy

units in battle, and build strutures. Games are

played on one of many possible maps, whih are

either provided with the game or ustom built by

players.

RTS games typially use a entralized server in a

lient-server arhiteture with at most 10s of par-

tiipants, either over the Internet or on a LAN.

Some RTS publishers provide hosted game servies,

suh as Blizzard's Battle.net,
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to failitate Inter-

net game play. For a LAN game, users an use

one lient's mahine as a server, too, by hoosing

a senario and then letting other lients join the

game.

At the beginning of a game, players typially an

hoose among a number of \raes" (Humans, Ors,

Undead and Night Elves in Warraft III; Greeks,

Egyptians and Norse in Age of Mythology; and the

USA, China, and Global Liberation Army in Com-

mand and Conquer: Generals). Our researh fo-

uses on one rae from eah game (Humans, Greeks

and USA, respetively), but sine RTS game devel-

opers put great e�ort into making the raes equiv-

alent in overall power, our results should generalize

to the other raes. There are a number of ways in

whih players an be ompetitively grouped. In a

free-for-all game, all players vie to have the last re-

maining army on the map. Players an also team

up against eah other and/or against arti�ially

intelligent omputer-ontrolled players in myriad

ways.

7

http://www.battle.net/

Figure 1: Warraft III - Sreenshot of Undead

Army Attaking a Town.

As an example of RTS gameplay, Figure 1 shows

a Warraft III sreenshot of a Human town under

attak from an Undead army. The Undead are in

the upper left area of the sreen and Human work-

ers an be seen arrying lumber to the Town Hall

and doing other ativities. The bottom left of the

sreen shows a mini-map, illustrating unexplored

areas of the larger world.

Struture ontrol and unit ontrol are two major

aspets of RTS games. Struture ontrol onsists of

seleting what building strutures are to be built

or upgraded, what units are to be produed and

what tehnologies are to be developed. In order to

aomplish these tasks, worker units must be sent

to gather resoures suh as money and materials.

Others must selet strutures to produe, where

some strutures produe standard army units (suh

as Arhers, Toxotes, or Bazookamen), while other

strutures produe advaned army units (suh as

Soreresses, Minotaurs or Tanks), and other stru-

tures provide defensive over �re in the ase of an

enemy attak. E�etive struture ontrol requires

strategy in knowing when and where to build, up-

grade, and researh.

Unit ontrol an be broken up into three sub-

ategories: building, exploration and ombat.

Building overlaps with struture ontrol as it is

the management of workers in harvesting resoures

and building and repairing buildings. Exploration



allows players to determine geography and �nd en-

emy towns or units. Combat allows units to kill

other units, to defend towns, and seure territory.

There are various battle strategies that an be de-

ployed, from simple strategies suh as deploying

ranged attakers in the rear of the army to ad-

vaned strategies involving pitting individual units

against opposing units they ounter the best. At a

minimum the player an let the omputer's arti�-

ial intelligene handle the units.

3 Approah

In order to empirially measure the e�ets of la-

teny on RTS games, we �rst developed a experi-

mental methodology for Warraft III, desribed in

this setion, and then apply this methodology to

Age of Mythology and Command and Conquer:

Generals, desribed in Setion 5. Our methodol-

ogy:

� Categorize user interations in typial RTS

games and onstrut ampaign maps that ex-

erise eah ategory (see Setion 3.1).

� Determine riteria to quantitatively measure

RTS game performane (see Setion 3.2).

� Construt an environment for measuring the

e�ets of lateny on RTS games (see Se-

tion 3.3).

� Condut pilot studies (see Setion 3.4) and

then numerous user studies for eah RTS at-

egory over a range of latenies, reording the

performane measurements.

� Analyze the results (see Setion 4).

3.1 Categories of RTS Interation

Through pilot studies and hours of play testing,

we determined there are three main user intera-

tion omponents of an RTS game: building when

players gather resoures, onstrut defenses and re-

ruit units; exploration when players send units

out to determine geographi layout and loation

of other players' units; and ombat when play-

ers engage their units with other units in battle.

Sine all omponents require user interation, we

Figure 2: RTS Component Maps: Build (left), Ex-

plore (middle), Combat (right).

hypothesized that under eah omponent, user per-

formane would degrade as lateny inreased. We

built multi-player maps that isolated eah ompo-

nent so that we ould use experiments to measure

the e�ets of lateny on that omponent.

For the Warraft III building map

8

(Figure 2

(left)), we divided the map into four quarters using

mountain ranges that units ould not ross. Eah

player started with a Town Hall and four Peasants,

had unlimited gold and lumber available, and had

to researh, build, and upgrade the omplete Hu-

man tehnology tree as fast as possible. We added

triggers to the map that disabled players' ability to

build more than one building in order to provide

onsisteny and redue onfusion, as well as a trig-

ger to display the total time sine the beginning of

the game.

For the Warraft III exploration map (Figure 2

(middle)), we designed a raised path that kept

units on a general exploration ourse. The player

had to guide a unit along the winding path and

step on numerous way-points. Map triggers kept

trak of the player's time to omplete the map.

For the Warraft III ombat map (Figure 2

(right)), we designed a small player versus player

arena in whih eah player ontrolled a small army

onsisting of a level 6 Hero (a Mountain King), two

Knights, four Footmen, two Riemen, a Soreress,

and two Priests.

3.2 RTS Performane Criteria

We sought to devise general methods of game per-

formane that ould be applied to any RTS game.

For both the building and exploration maps we

reorded the game length as a measure of perfor-

8

The Warraft III maps an be downloaded at http://-

perform.wpi.edu/downloads/#war3



Figure 3: Experimental Testbed Setup.

mane. For the ombat maps, in addition to the

game length, we reorded eah player's unit sore

and whih player won. At a minimum, the num-

ber of units a player starts with plus the number of

units killed determines the unit sore. Some RTS

games, suh as Warraft III and Age of Mythol-

ogy, also inlude a point value for individual units,

with more powerful units being worth more points.

The breakdown of points for the individual Hu-

man units used in our Warraft III ombat map

are listed in Table 1.

Unit Points

Footman 160

Priest 170

Soreress 200

Rieman 270

Knight 350

Level 6 Hero 600

Table 1: Warraft III - Unit Point Values

3.3 Experimental Setup

Figure 3 depits our experimental testbed setup,

whih onsisted of PCs onneted on a private net-

work subnet. Computer A was a dual-proessor

Pentium-2 300 MHz running Mandrake Linux that

routed pakets with 100 Mbps onnetions to the

omputers B and C. Computer B was a Pentium-

2 350 MHz with 256 MB of RAM, and a 64 MB

Gefore2 Ti graphis ard running Windows 98.

Computer C was a Pentium-4 1.3 GHz with 256

MB of memory and a 64 MB Gefore2 graphis

ard running Windows XP.

The reommended spei�ations for Warraft III

are a 400 MHz Pentium-2 or equivalent, 128 MB of

RAM, and an 8 MB 3D video ard (TNT, i810,

Voodoo 3, Rage 128 equivalent or better) with

DiretX

r



8.1 support. Although omputer B was

only 350 MHz, the graphis ards and extra mem-

ory that it ontained made up for this slight de�-

ieny, and all omputers were apable of render-

ing 30 frames per seond

9

even during ombat. We

used Warraft III version 1.04 for all user tests and

version 1.05 for the network traes due to the Bat-

tle.net requirements.

We installed NIST Net

10

on omputer A. NIST

Net allows emulation of a wide variety of network

onditions by giving ontrol at the IP level, inlud-

ing �ne tuning of lateny and variation in lateny

(jitter). We used NIST Net to indue lateny (and

jitter) for one of the mahines in a game, while the

other, ating as the server, played with no indued

lateny. Also, in order to analyze the network foot-

prints of our RTS games, we ran Ethereal

11

to ap-

ture paket traes for network analysis.

3.4 Pilot Studies

First, we onduted Warraft III pilot studies to

help determine the range of viable latenies on

whih to fous. Our �rst pilot studies onsisted of

two-player games in whih one player was subjeted

an inreasing amount of lateny and the other

player experiened none. Initially, eah player had

a Town Hall and a gold mine plaed a �xed dis-

tane away from the Town Hall; and seond, eah

player had two idential units that did one point of

damage per hit. We setup triggers in the maps so

games ould be run automatially and ran repeated

tests with one player (the lagged player) having in-

reasingly greater lateny. We found both players

did equally well, gaining gold and initing damage

at exatly the same rate. In addition, both players

saw exatly the same events on eah sreen, exept

the player with added lateny saw events later than

the player without added lateny.

From these pilot studies, we made two impor-

tant observations about lateny ompensation in

Warraft III:

First, the game does not use handiapping in the

game to equalize latenies aross all players. Both

lagged and non-lagged players see events happen

at the real-time rate, regardless of the lateny of

the other player. The lagged player has events ex-

9

Tested with fraps, http://www.fraps.om/
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http://snad.nsl.nist.gov/itg/nistnet/

11
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euted later by an amount equal to the indued

lateny.

Seond, the game does not have inonsistent

game states, whih implies no dead rekoning [9℄ or

lient-side preditions [3℄. The ations that our

on eah mahine are idential; there is no predi-

tion of user ations and then orretion upon some

later time if the preditions are inonsistent with

the atual game state.

Thus, lients must ommuniate any user ations

to the server before exeuting them. After that, the

ommands themselves are exeuted identially on

all mahines in the game.

For the real experimental runs, the maps were

not automated and we pitted one player against

another player. The �rst player was the server

with no indued lateny. The seond player was

the lient that was subjeted to indued laten-

ies ranging from 0 to 3500 ms. Sine this range

is even broader than typially found in dialup

modems [13℄, we onentrated our data points on

ranges of more typial latenies [1℄ whih are less

than 1000 ms.

From traes olleted during our pilot stud-

ies, we determined that lients ommuniate only

with the server but not diretly with other lients.

Servers ombine data from multiple lients before

distributing data. Eah mahine maintains a om-

plete opy of the game state, and to an extent, all

outomes are predetermined upon initiation of the

ation. Command data is only transferred upon

the issuane of a ommand, and never again during

the life of the event. For instane, the ommands

to initiate a large-sale battle are propagated to all

lients one, resulting in an inrease in the paket

payload size, but the battle itself has no e�et on

traÆ unless further ommands are issued as the

battle is arried out.

4 Warraft III Analysis

We analyzed our experimental data at three levels:

Setion 4.1 ontains our analysis of the appliation

level data we olleted from our Warraft III user

studies; Setion 4.2 analyzes network level traÆ

for a Warraft III LAN game and two Warraft

III Battle.net Internet games as well as network

level traÆ for ombat games with three levels of
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Figure 4: Warraft III - Build Time versus Lateny.

indued lateny; and Setion 4.3 summarizes the

user level observation data we olleted during the

Warraft III user studies.

4.1 Appliation Level Analysis

This setion analyzes the results from eah of our

test maps, starting with building (Setion 4.1.1),

then exploration (Setion 4.1.2) and lastly ombat

(Setion 4.1.3).

4.1.1 Building

Figure 4 illustrates the e�et of lateny on the total

time required to onstrut every building and re-

searh every upgrade (the tehnology tree) for the

Human rae from our test map. The graph shows

the build time versus lateny for all runs, as well

as a best-�t line for the data. Under onditions

with no indued lateny, building the tehnology

tree takes about 8 minutes. Lateny values of up

to 3.5 seonds inrease total build time by at most

14 seonds, whih is less than 1% of the total time

for this short game. The oeÆient of determina-

tion

12

is 0.05, indiating there is very little statis-

tial orrelation between lateny and building. In

addition, the statistial orrelation observed in a

real game environment is likely to be even lower. A

12

The oeÆient of determination (R

2

) represents the

fration of variability in y that an be explained by the vari-

ability in x. In the linear regression ase, R

2

is simply the

square of the orrelation oeÆient. An R

2

of 1 represents

perfet orrelation while an R

2

of 0 represents no orrelation.
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teny.

real game would have a longer game time and pro-

due di�erent numbers of buildings (suh as more

than one farm) and players would build their towns

in strategi layouts instead of in random pattern.

Finally, time is often spent in a real game attend-

ing to other matters so that the speed of building

the base is not of utmost importane. Our onlu-

sion is that any e�et lateny may have on building

would have no signi�ant impat on the outome

of typial Warraft III games.

4.1.2 Exploration

Figure 5 illustrates the e�et of lateny on the ex-

ploration of our test map. The graph shows the ex-

ploration time versus lateny for all runs, as well as

a best-�t line for the data. The overall orrelation

between explore time and lateny is modest (0.63),

but an be high (0.95) for individual users. The

�rst 8-10 games of a test typially showed a down-

ward vertial omponent where exploration times

dereased. We attribute this to the player learning

the map, gaining from the knowledge in subsequent

games. One the map is known, all data shows a

linear relationships between lateny and time to

explore. Overall, while there is a statistial or-

relation for explore time versus lateny, the e�et

of an additional 6 seonds of exploration time for

every 100 ms of lateny would be insigni�ant in

a real game. In addition, it is likely that high la-

teny players in a real game may try to adapt to the

lateny in various ways during exploration. For in-
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Figure 6: Warraft III - Unit Sore Di�erene ver-

sus Lateny.

stane, high lateny players may disover that they

ahieve better results by spending less time atively

ontrolling their units during exploration and thus

deide to send them for long distanes with eah

move ommand instead of miro-managing them

for shorter distanes.

4.1.3 Combat

Figure 6 shows the unit sore di�erene versus la-

teny for all runs, as well as a best-�t line for the

data. The unit sore di�erene is the non-lagged

player's unit sore minus the lagged player's unit

sore. For our Warraft III ombat map, the maxi-

mum di�erene (if one player loses all units and the

other loses none) is +/-3020. From Figure 6, there

is a slight upward trend in that the sore di�erene

inreases as lateny inreases, but the oeÆient of

determination is an extremely low 0.01. Moreover,

the di�erene in points from no indued lateny to

one seond of indued lateny is only about one

unit, an insigni�ant amount in the large battles

that are typial in Warraft III. Thus, we onlude

that lateny has little e�et on the individual units

in ombat.

Figure 7 illustrates the e�et of lateny on om-

bat outome from our test map. The graph shows

the perentage of games won by the non-lagged

host versus the lateny of the lagged lient. Even

though there is a slight upward trend in the data,

the oeÆient of determination is an extremely

low 0.07, indiating there is little statistial signif-
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iane. Thus, we onlude that lateny has little

e�et on the overall outome of ombat.

While the previous studies measured the e�ets

of �xed lateny on user performane, we also exam-

ined the e�ets of variable lateny. For these tests,

we set NIST Net to indue an average lateny of

zero

13

and varied the standard deviation.

Figure 8 shows games for 2 pairs of users with a

standard deviation of latenies from a normal dis-

tribution with mean zero. Figure 8 (top) shows

player 1 winning two games, one at 100 ms, and

then again at 750 ms, while losing the games in be-

tween, all by similar margins of 1 or 2 units. Fig-

ure 8 (bottom) shows Player 3 onsistently beating

his opponent in every game, but by varying mar-

gins. Neither graph shows a signi�ant statistial

relationship between the variable lateny and su-

ess in ombat, similar to the results with onstant

lateny.

Overall, both from a diret onlusion from our

data and with extrapolation into a full game, we

�nd that the e�et of lateny on the outome of

a Warraft III game is negligible over a range of

pratial latenies.

4.2 Network Level Analysis

Among other things, a better understanding of net-

work game traÆ an help design networks and ar-

13

Our testbed had about 1 ms of base lateny from lient

to server.

Figure 8: Warraft III - Unit Sore Di�erene ver-

sus Variable Lateny: Player 1 versus Player 3

(top), Player 2 versus Player 3 (bottom).

hitetures that more e�etively aommodate net-

work game traÆ footprints. Furthermore, areful

empirial measurements of network games an pro-

vide the data required for aurate simulations, a

typial tool for evaluating network researh.

4.2.1 TraÆ for Full Games

For most Warraft III Internet games, the server

is via Battle.net,

14

a free servie that allows Bliz-

zard's Starraft, Diablo and Warraft players to

initiate multi-player games over the Internet. We

paket traed three full (20-30 minute) games,

two played over Battle.net and one played over a

LAN.

15

The LAN game was 1 player versus 1 player

(1v1), and the Battle.net games had 1 player versus

1 player game and a 2 player team versus another

2 player team (2v2) game. Unlike other popular

networked games [8℄ (and unlike Age of Mythology

and Command and Conquer: Generals), Warraft

III uses TCP as the transport protool with port

6112 for the server. All IP traes were performed

14

http://www.battle.net/

15

The Warraft III network traes an be downloaded at

http://perform.wpi.edu/downloads/#war3
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Figure 9: Warraft III - Bitrate versus Time.

on the lient mahines. For referene, the round-

trip time averages for the Battle.net games were

about 100 ms and eah game had less than 0.1%

data loss.

Figure 9 depits the bitrate (inluding IP head-

ers) taken in 500 ms intervals for the three paket

traes. Only the intervals 500-1000 seonds are

shown to illustrate more detail, but the bitrate pat-

tern throughout eah game is similar to the interval

shown. Overall, the variane in network bitrate for

all three traes is similar, with the average bitrate

for the LAN being slightly higher (6.8 Kbps) than

the Battle.net traes (3.8 Kbps and 4.0 Kbps). All

three traes have very low bitrates that an easily

be ahieved with a modem. In omparison, Star-

raft,

16

the previous generation RTS game from

Blizzard, has a bitrate of about 5 Kbps for a 2

player game [8℄, similar to that of Warraft III.

Figure 10 depits the umulative density fun-

tions (CDFs) of the payload sizes for all paket

traes (inoming and outgoing). The median pay-

load sizes are all very small, only 9 bytes. The

two most ommon payload sizes are 6 and 9 bytes.

Less than 1% of the payloads for any game are over

40 bytes with the Battle.net games having slightly

more larger pakets. The 2v2 player Battle.net

game has a distribution with slightly larger pay-

loads, most likely beause of ommand aggregation

16

http://www.blizzard.om/worlds-starraft.shtml
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Figure 10: Warraft III - Payload Distributions.

aross users at the Battle.net server. For ompar-

ison, Starraft has typial paket sizes of 122 and

132 bytes [8℄, while Warraft III pakets are most

ommonly 46 or 49 bytes in size (inluding head-

ers).

Overall, Warraft III sends onsiderably smaller

pakets than the typial Internet traÆ paket size

of over 400 bytes [14℄. The number of players

does not have a signi�ant e�et on the paket

sizes, either. Warraft III paket sizes are onsis-

tent throughout the game and are not signi�antly

inuened by the ation in the game. Sine ur-

rent Internet routers are designed for large trans-

fers with large pakets, there may be opportunities

to improve network arhitetures to better manage

and support game traÆ.

Warraft III sends out pakets at regular inter-

vals. Table 2 shows the inter-paket times that we

observed for inoming and outgoing pakets dur-

ing the games we traed. In our loal area net-

work game, Warraft maintained a very steady

inter-paket rate of approximately one paket ev-

ery 1/10th of a seond both inoming and outgoing.

With our Battle.net games, the timing interval was

lower, down to one paket every 200 ms inoming

and one paket every 160 ms outgoing.

Figure 11 depits the CDFs for inter-paket

times (inoming and outgoing). The LAN game

has a muh more onsistent paket rate while the

Battle.net Internet game varies onsiderably more.

The median times for the Battle.net games are

around 225 ms ompared with around 100 ms for



1v1 LAN 1v1 B.net 2v2 B.net

In Mean 104 201 201

In Std Dev 18.6 79.1 78.1

Out Mean 104 165 159

Out Std Dev 19.4 87.4 88.2

Table 2: Warraft III - Inter-paket Summary

Statistis (ms).
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Figure 11: Warraft III - Inter-paket Distribu-

tions.

the LAN game. The 1v1 player Battle.net game

exhibits about the same inter-paket times as does

the 2v2 player Battle.net game.

4.2.2 Combat TraÆ and Lateny

From Setion 4.2.1, the di�erenes between the

Battle.net game traes whih had latenies around

100 ms and the LAN game traes whih had laten-

ies around 1 ms suggest Warraft III network traf-

� patterns hange at least slightly with hanges in

lateny. In this setion, we analyze traes over a

range of latenies in an attempt to quantitatively

determine how Warraft III network traÆ di�ers

with di�erent latenies.

We paket traed games with our ombat map

at latenies of 0 ms, 500 ms, and 1000 ms with

three games at eah lateny. All games took simi-

lar amounts of time (around 2 minutes eah). The

�rst phase (about 30 seonds long) of the ombat

games mostly involved the two armies moving to-

wards eah other, so there were few user ommands

and little network traÆ. Thus, we removed the

Paket Count Bitrate (Kbps)

Lateny Mean Std Dev Mean Std Dev

0 ms 1886 230 7.2 0.6

500 ms 550 292 2.3 0.6

1000 ms 255 123 2.1 0.5

Table 3: Warraft III - Pakets and Bitrate.

0

0.2

0.4

0.6

0.8

1

0 20 40 60 80 100 120 140

C
um

ul
at

iv
e 

D
en

si
ty

Payload Size (bytes)

0 ms
500 ms

1000 ms

Figure 12: Warraft III - Combat Payload Distri-

butions.

�rst 30 seonds of data from eah trae for all sub-

sequent analysis.

Table 3 shows the mean number of pakets sent

and the standard deviation aross the three runs

for eah lateny. Also shown is the mean bitrate

(inluding IP headers) over 500 ms intervals as well

as the standard deviation. The number of pakets

(inoming and outgoing) dereases as the lateny

inreases, with the ombat games with 500 ms and

1000 ms of lateny sending only about 1/3rd and

1/8th as many pakets, respetively, as the game

with no added lateny.

The 0 ms lateny ombat game produes about

the same bitrate as does the full LAN game, shown

in Figure 9. The 500 ms lateny and the 1000 ms

lateny ombat games have about 1/4th the bitrate

as the 0 ms lateny game and both the 500 ms la-

teny and the 1000 ms lateny games produe less

bitrate than do the Battle.net games. This data

suggests that the Warraft III bitrate dereases

with an inrease in lateny up to 500 ms, but re-

mains onstant for latenies beyond 500 ms.

Figure 12 depits the CDFs of the payload



Lateny Commands Payload

0 ms 45.2 Kbytes

500 ms 46.3 Kbytes

1000 ms 45.0 Kbytes

Table 4: Warraft III - Sum of Command Payloads.

sizes for all paket traes (inoming and outgoing),

grouped into the three latenies. The median pay-

load sizes inrease from 9 bytes at 0 ms, to 30 bytes

at 500 ms and to 60 bytes at 1000 ms. Less than

10% of the pakets for any game are empty a-

knowledgments (payload size of 0). Overall, the

distributions vary onsiderably with lateny with

higher latenies having larger pakets. This sug-

gests that at higher latenies, there is ommand

aggregation at either the TCP or appliation level,

meaning more Warraft III ommands are plaed

into eah IP paket.

Based on Warraft III traÆ analysis during our

pilot studies, we assume that there is an applia-

tion overhead of 6 bytes for eah paket issued,

possibly used by Warraft to indiate ommand

sequene numbers or timing information. If we re-

move this overhead from the traes by subtrating

6 bytes from eah paket, we an assume the \left-

over" payloads are the result of user ommands.

Table 4 shows the sum of the ommand payloads

over all the traes for eah lateny. The sum of the

ommand payloads is very similar for eah lateny,

whih suggests that the ommands issued by users

are very similar, regardless of the network lateny.

4.3 User Level Analysis

While we did not provide a way to quantify player

pereptions, we did note player omments and ob-

served trends during and after our user studies.

Players observed that it was relatively easy to

adjust their strategy to ompensate for latenies

between 0 ms and 500 ms. The game still ap-

peared to run smoothly, and although the delays in

exeuting ommands were pereptible as latenies

approahed 500 ms, it was relatively easy to esti-

mate this delay and reat aordingly. For latenies

above 800 ms, the game appeared errati whih

made for a degraded game experiene. Without

a short response time when exeuting ommands,

gamers thought it was diÆult to implement par-

tiular strategies.

The exat point at whih a player pereived a de-

graded game experiene was between 500 ms and

800 ms but varied from person to person based

on strategy and skill level. A strategy that relied

heavily on miro-management of units was more

sensitive to lateny than a strategy that was less

foused on individual unit ontrol. What game as-

pets that a player hooses to miro-manage also

had an e�et on how pereived lateny a�eted the

gaming experiene. A player that miro-managed

the building rather than ombat was muh less

likely to be aggravated by lateny than a player

that miro-managed ombat units. Also, a mis-

take during ombat that appeared to be the result

of high lateny was viewed, rightly or wrongly, as

more serious than a mistake during building.

Thus, while lateny does not neessarily a�et

the outome of a Warraft III game, if high enough,

pereived lateny does a�et a user's gaming expe-

riene.

5 Other Real-Time Strategy

Games

In order to generalize the �ndings from Setion 4,

we applied the methodology developed in Setion 3

to two additional RTS games, both the latest ex-

tensions in a line of popular games: The Age of

Mythology (AoM) and Command and Conquer:

Generals (CCG).

For AoM, we used version 1.06 whih had sys-

tem requirements of a 450 MHz proessor, 128 MB

RAM, and 16 MB 3D video ard, all met by our

testbed. The building and exploration maps for

AoM

17

and CCG were similar to those used for

Warraft III, desribed in Setion 3.1. As in our

Warraft III tests, the AoM ombat maps had two

equal armies, where eah army had eight Hoplites,

ten Peltasts, �ve Popodromos, four Minotaurs, and

two Heroes (Herales and Bellerophon). The points

for eah unit is related to the resoures they ost to

reate and the amount of favor (a speial resoure)

they require. The breakdown of points for the units

17

The Age of Mythology maps an be downloaded at

http://perform.wpi.edu/downloads/#aom



used in our AoM ombat map are listed in Table 5.

Unit Points

Peltasts 8

Hoplites 9

Popodromos 11

Herales 41

Minotaurs 43

Bellerophon 49

Table 5: Age of Mythology - Unit Point Values

For CCG, we used version 1.6 whih had sys-

tem requirements of an 800 MHz proessor, 128

MB RAM, and a 32 MB AGP video ard. For the

CCG tests, we replaed omputer B (see Figure 3)

with a Pentium-3 800 MHz with 256 MB of RAM

and a 64 MB Gefore2 Ti graphis ard in order

to meet these spei�ations. For the CCG om-

bat maps, eah army had three Crusader Tanks,

two Humvees, ten Riemen, and eight Bazooka-

men. There was no readily available sores for the

CCG units, so we assume eah unit is worth one

point.

As for Warraft III, we present the same three

levels of analysis: Setion 5.1 ontains our analysis

of the appliation level data we olleted from our

AoM and CCG user studies; Setion 5.2 analyzes

network level traÆ for full AoM and CCG games

with three levels of indued lateny; and Setion 5.3

summarizes the observation data we olleted dur-

ing the AoM and CCG user studies.

5.1 Appliation Level Analysis

This setion analyzes the results from eah of our

test maps for AoM and CCG, starting with build-

ing (Setion 4.1.1), then exploration (Setion 4.1.2)

and lastly ombat (Setion 4.1.3).

5.1.1 Building

Figure 13 and Figure 14 illustrate the e�et of la-

teny on the total time required to onstrut the

tehnology trees for the Greeks and USA fation

from our test maps. The graphs show the build

time versus lateny for all runs, as well as a best-

�t line for the data. The oeÆients of determina-

tion (0.14 and 0.21) are both very low indiating

there is very little statistial orrelation between
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Figure 13: Age of Mythology - Build Time versus

Lateny.
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Figure 15: Age of Mythology - Explore Time versus

Lateny.
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Figure 16: Command and Conquer: Generals - Ex-

plore Time versus Lateny.

lateny and building. In fat, the trend lines sug-

gests an inverse orrelation between lateny and

building, thus further disounting any relevant sta-

tistial orrelation. Combined with the data on

building in Warraft III (Setion 4.1.1), our on-

lusion is that latenies have no signi�ant impat

on building in typial RTS games.

5.1.2 Exploration

Figure 15 and Figure 16 illustrate the e�et of la-

teny on the exploration of our test maps. The

graphs show the exploration time versus lateny

for all runs, as well as a best-�t line for the data.

The overall orrelation between explore time and
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Figure 17: Age of Mythology - Unit Sore Di�er-

ene versus Lateny.
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Figure 18: Command and Conquer: Generals -

Unit Sore Di�erene versus Lateny.

lateny is modest (0.79) for AoM, but the e�et

of an additional 2 seonds of exploration time for

every 100 ms of lateny would be insigni�ant in

a real game. The orrelation between exploration

and lateny for CCG is very low (0.09). Combined

with the data on building in Warraft III (Se-

tion 4.1.2), our onlusion is that latenies have no

signi�ant impat on exploration in typial RTS

games.

5.1.3 Combat

Figure 17 and Figure 18 show the unit sore di�er-

enes versus lateny for all runs, as well as a best-

�t line for the data. The unit sore di�erene is



0

5

10

15

20

500 550 600 650 700 750 800 850 900 950 1000

B
itr

at
e 

(K
bp

s)

Time (seconds)

Mean 11.7 Kbps, Stddev 2.8 No added latency

0

5

10

15

20

500 550 600 650 700 750 800 850 900 950 1000

B
itr

at
e 

(K
bp

s)

Time (seconds)

Mean 11.9 Kbps, Stddev 2.2 500 ms added latency

0

5

10

15

20

500 550 600 650 700 750 800 850 900 950 1000

B
itr

at
e 

(K
bp

s)

Time (seconds)

Mean 10.2 Kbps, Stddev 6.3 1000 ms added latency

Figure 19: Age of Mythology - Bitrate versus Time.

the non-lagged player's unit sore minus the lagged

player's unit sore. For both maps, the oeÆient

of determination is extremely low (0.04 and 0.02)

for both ombat maps. Combined with the data

on ombat for Warraft III (Setion 4.1.3), we on-

lude that lateny has little e�et on the outome

of ombat in typial RTS games.

Overall, from our building, exploration, and

ombat data aross three distint state-of-the-art

RTS games, we �nd that the e�et of lateny on

the outome of RTS games is negligible over the

range of pratial Internet latenies.

5.2 Network Level Analysis

In this setion, we analyze AoM and CCG traes

18

over a range of latenies in an attempt to quan-

titatively determine how AoM and CCG network

traÆ di�ers with di�erent latenies. We paket

traed full games for both AoM and CCG at laten-

ies of 0 ms, 500 ms, and 1000 ms with three games

at eah lateny.

5.2.1 Combat TraÆ and Lateny

Figure 19 and Figure 20 depit the bitrate (inlud-

ing IP headers) taken in 500 ms intervals for the

18

The Age of Mythology and Command and Con-

quer: Generals network traes an be downloaded

at http://perform.wpi.edu/downloads/#aom and http://-

perform.wpi.edu/downloads/#g, respetively.
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Figure 20: Command and Conquer: Generals - Bi-

trate versus Time.

three paket traes for eah game. Only the in-

tervals 500-1000 seonds are shown to illustrate

more detail, but the bitrate pattern throughout

eah game is similar to the shown interval. For

AoM, the mean bitrate is similar aross all laten-

ies, with the variane rising slightly at 1000 ms of

added lateny. For CCG, however, the mean bi-

trate drops with an inrease in added lateny. All

six traes have very low data rates that an easily

be ahieved with a dialup modem.

Figure 21 and Figure 22 depit the umulative

density funtions (CDFs) of the payload sizes for

all paket traes (inoming and outgoing) for eah

game. As for Warraft III, the median payload

sizes for AoM are all very small, around 18 bytes,

with the paket size is mostly independent of the

indued lateny. For CCG, however, the median

payload sizes are larger, around 30-40 bytes, and

5% of the payloads are over 100 bytes. In addi-

tion, the payload sizes inrease with an inrease in

indued lateny, most likely due to ommand ag-

gregation at the appliation level.

Figure 23 and Figure 24 depit CDFs for inter-

paket times (inoming and outgoing). Both games

have a muh more varied paket rates than does

Warraft III (Figure 11). The inter-paket times

for AoM are independent of the network lateny

while the CCG inter-paket times inrease with an

inrease in lateny. For CCG, the derease in pay-
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Figure 21: Age of Mythology - Payload Distribu-

tions.
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Figure 22: Command and Conquer: Generals -

Payload Distributions.

load sizes with an inrease in inter-paket times

explains the derease in CCG network bitrate (Fig-

ure 20) as lateny inreases.

5.3 User Level Analysis

For both AoM and CCG, indued latenies under

500 ms were not notieable in that the game ap-

peared to run smoothly. From 500 ms to about

1000 ms, the game still appeared to run smoothly,

but the delays in exeuting ommands were per-

eptible, although it was relatively easy to estimate

this delay and reat aordingly. Play was not per-

eptibly diÆult until indued latenies were above

1000 ms.

The added latenies were most notied in the

exploration maps, espeially for AoM. The triggers

used in the AoM maps fored the user to stop the

exploration unit by the trigger point for the in-

dued lateny amount before allowing the unit to

move on. This added delay interfered with the nat-

ural movement of the unit that ourred at lower

latenies.

For the ombat maps, users employed slightly

di�erent strategies at higher latenies (above 500

ms) than they did at lower latenies. At lower la-

tenies, users would often split their army into two

or more groups and try to out-ank eah other.

However, for higher latenies it was harder to get

eah group to respond quikly enough for suh

timing-sensitive battle formations, so users kept

their army in at most two or often even one group.

6 Conlusions

Understanding the e�ets of lateny on applia-

tion performane is important in order to design

networks that meet appliation requirements. The

growth in interative network games demands bet-

ter understanding the e�ets of lateny on user per-

formane in network games.

In this work, we investigated the e�ets of la-

teny on user performane for three of the most

popular Real Time Strategy (RTS) games. We

divided RTS games into their fundamental om-

ponents of building, exploration and ombat and

designed experiments to isolate and measure the

e�ets of lateny on eah omponent.
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Figure 23: Age of Mythology - Inter-paket Distri-

butions.
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Figure 24: Command and Conquer: Generals -

Inter-paket Distributions.

We �nd that overall user performane is not

signi�antly a�eted by Internet latenies ranging

from hundreds of milliseonds to several seonds.

There is some statistial orrelation between la-

teny and the exploration game omponent, but

the overall impat is minimal and there is even less

orrelation between lateny and building and be-

tween lateny and ombat.

While these results are, at �rst glane, somewhat

surprising they an be explained by the nature

of RTS game play that emphasizes strategy more

than the interative aspets. While RTS games are

played in real-time, reation time plays a small role

ompared to understanding the game, knowing a

ampaign map, and having a good strategy. Sine

RTS user strategies take seonds or even minutes

to arry out, the e�ets of typial network laten-

ies (less than a seond) do not impat the overall

outome. This relative insensitivity to lateny is

further illustrated by Warraft III's use of TCP as

the underlying transport protool. TCP retrans-

mits lost pakets, with the retransmissions inreas-

ing appliation lateny on the order of a round-trip

time, at best, and several seonds (upon timeout)

at worst. Overloading at the game server is another

fator whih potentially adds to game lateny. The

fat that many RTS games play e�etively over

the Internet via a entralized server further under-

sores the lak of signi�ant impat of lateny on

game outome.

Overall, in terms of general lassi�ation of traf-

�, RTS games do not have the very strit lateny

requirements (on the order of hundreds of millise-

onds) of audio-onferening or First Person Shooter

network games, but instead have lateny require-

ments most similar to that of Web browsing (on

the order of seonds).

At the network level, RTS games basially pro-

due small, regularly-spaed pakets and modest

aggregate bitrates whih make it suitable for play

over a low bitrate modem. At higher latenies,

Warraft III and Command and Conquer: Gener-

als aggregate multiple ommands in eah paket,

resulting in fewer, but larger pakets. By pla-

ing multiple ommands in eah paket, these games

somewhat amortizes the overhead of eah IP header

ost, thus reduing network bitrate slightly. For

Warraft III, our network analysis suggests that



the aggregate of user ommands sent are ompara-

ble over a range of latenies.

7 Future Work

The omponent-based studies presented here do

not allow users to hoose long-term strategies as

would be present in a full game. Evaluating the

e�ets of lateny on how users hoose what om-

ponents to miro-manage, how they selet and form

long-range, even full-game strategies may provide

insights beyond the results presented here.

The e�ets of lateny on user performane in

other game genres, suh as First Person Shoot-

ers or Massively Multi-player Online Role Play-

ing Games, is also still an open issue. However,

it is lear that several network games onsist of

distint phases whih vary greatly in their inter-

ation model and hene network behavior. The

omponent-entri methodology presented here,

whih entails ategorization of the game play and

running of ontrolled users studies in eah ategory,

an perhaps be applied to these games as well, in

order to inrease overall understanding of network

games.

Notes

I would like to aknowledge Nathan Sheldon, Eri

Girard, and Seth Borg, for onduting experiments

to gather the initial experimental data on War-

raft III, and YongHeng WuFang and Jonathan

Gluma for onduting experiments to gather the

data on Age of Mythology and Command and Con-

quer: Generals. I would also like to aknowledge

the help of Emmanuel Agu who o-advised Nathan,

Eri and Seth in the early stages of this projet.

The maps used in this researh and all

network traes analyzed an be downloaded

at http://perform.wpi.edu/downloads/#war3,

http://perform.wpi.edu/downloads/#aom, and

http://perform.wpi.edu/downloads/#g for War-

raft III, Age of Mythology and Command and

Conquer: Generals, respetively.

Referenes

[1℄ Mark Allman. A Web Server's View of the

Transport Layer. ACM Computer Communi-

ation Review, 30(4), Otober 2000.

[2℄ Grenville Armitage. Lag Over 150 Millise-

onds is Unaeptable, May 2001. [Online℄

http://gja.spae4me.om/things/quake3-

lateny-051701.html.

[3℄ Yahn W. Bernier. Lateny Compensating

Methods in Client/Server In-game Protool

Design and Optimization. In Proeedings

of the Game Developers Conferene, Febru-

ary 2001. [Online℄ http://www.gdonf.om/-

arhives/2001/bernier.do.

[4℄ Paul Bettner and Mark Terrano. 1500 Arhers

on a 28.8: Network Programming in Age

of Empires and Beyond. Gamasutra, Marh

2001. [Online℄ http://www.gamasutra.om/-

features/20010322/terrano 02.htm.

[5℄ Nina Bhatti, Anna Bouh, and Allan Kuhin-

sky. Integrating User-Pereived Quality into

Web Server Design. In Proeedings of the 9th

International World Wide Web Conferene,

Amsterdam, Netherlands, May 2000.

[6℄ S. Blake, D. Blak, M. Carlson, E. Davies,

Z. Wang, and W. Weiss. An Arhiteture

for Di�erentiated Servies. IETF Request for

Comments (RFC) 2475, Deember 1998.

[7℄ U.S. Census Bureau. Home omputers and

internet use in the united states, September

2001. [Online℄ http://www.ensus.gov/prod/-

2001pubs/p23-207.pdf.

[8℄ Mark Claypool, David LaPoint, and Josh

Winslow. Network Analysis of Counter-strike

and Starraft. In Proeedings of the 22nd

IEEE International Performane, Computing,

and Communiations Conferene (IPCCC),

April 2003.

[9℄ Chris Haag. Targeting, a Variation of

Dead Vekoning, May 2001. [Online℄

http://www.gamedev.net/referene/artiles/-

artile1370.asp.



[10℄ Tristan Henderson. Lateny and User Be-

haviour on a Multiplayer Game Server. In

Proeedings of the Third International COST

Workshop (NGC 2001), number 2233 in

LNCS, pages 1{13, London, UK, November

2001. Springer-Verlag.

[11℄ International Digital Software Assoiation.

Eonomi Impats of the Demand for Playing

Interative Entertainment Software, 2001.

[Online℄ http://www.idsa.om/releases/-

EIS2001.pdf.

[12℄ Peter Linroft. The Internet Suks: Or,

What I Learned Coding X-Wing vs. Tie

Fighter. Gamasutra, September 1999. [On-

line℄ http://www.gamasutra.om/features/-

19990903/linroft 01.htm.

[13℄ Dmitri Loguinov and Hayder Radha. Mea-

surement Study of Low-bitrate Internet Video

Streaming. In Proeedings of the ACM

SIGCOMM Internet Measurement Workshop,

November 2001.

[14℄ S. MCreary and k la�y. Trends in Wide

Area IP TraÆ Patterns: A View from Ames

Internet Exhange. In Proeedings of ITC Spe-

ialist Seminar on Measurment and Modeling

of IP TraÆ, pages 1 { 11, September 2000.

[Online℄ http://www.aida.org/outreah/-

papers/2000/AIX0005/AIX0005.html.

[15℄ Yu-Shen Ng. Designing Fast-Ation Games

for the Internet. Gamasutra, September

1997. [Online℄ http://www.gamasutra.om/-

features/19970905/ng 01.htm.

[16℄ Lothar Pantel and Lars C. Wolf. On the

Impat of Delay on Real-Time Multiplayer

Games. In Proeedings of the Workshop on

Network and Operating Systems Support for

Digital Audio and Video (NOSSDAV), May

2002.

[17℄ Mirosoft PressPass. 'Age of Mythol-

ogy' Goes Platinum With More Than

1 Million Units Sold, Marh 2003.

[Online℄ http://www.mirosoft.om/-

presspass/press/2003/mar03/03-

11PlatinumMythologyPR.asp.

[18℄ Blizzard Entertainment Press Release. War-

raft III - Shatters Sales Reords World-

wide with over 1 Million Copies Sold, Oto-

ber 2002. [Online℄ http://www.blizzard.om/-

press/020722war3.shtml.

[19℄ Christian Shaefer, Thomas Enderes, Hart-

mut Ritter, and Martina Zitterbart. Subje-

tive Quality Assessment for Multiplayer Real-

Time Games. In Workshop on Network and

System Support for Games, April 2002.


