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Abstrat

Current ongestion ontrol approahes that attempt to provide fair bandwidth alloation

among ompeting ows primarily onsider only data rate when making deisions on whih

pakets to drop. However, responsive ows with high round-trip times (RTTs) an still reeive

signi�antly less bandwidth than responsive ows with low round-trip times. This paper pro-

poses a ongestion ontrol sheme alled \Chablis" that addresses router unfairness in handling

ows with signi�antly di�erent RTTs. Using a best-ase estimate of a ow's RTT provided

in eah paket by the ow soure or by an edge router, Chablis omputes a stabilized average

RTT. The average RTT is then ompared with the RTT of eah inoming paket, dynamially

adjusting the drop probability so as to protet the bandwidth of ows with high RTTs while

urtailing the bandwidth of ows with low RTTs. We present simulation results and analysis

that demonstrate that Chablis provides better fairness than other rate-based ongestion ontrol

strategies over a wide-range of traÆ onditions. The improved fairness of Chablis omes lose

to the fairness of Fair Queuing without requiring per ow state information at the router.
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Figure 1: Classi�ation of AQMs

1 Introdution

The Internet relies upon ooperation between TCP hosts and subnet routers to adjust soure data

rates in the presene of network ongestion along the path of the TCP ow. Drop-tail queue

management is the primary queue mehanism used in Internet routers to indiate ongestion to

edge hosts. While drop-tail shemes are easy to implement and �t within the best-e�ort nature of

the Internet, these routers distribute paket drops arbitrarily among ompeting ows.

For TCP-friendly ows, a ow's round-trip time (as well as paket size and drop rate) is diretly

responsible for determining a ow's data rate [3, 11℄. With TCP's ongestion ontrol algorithms,

a ow's throughput varies inversely with the round-trip time (RTT). Thus, a router that applies a

uniform drop rate for all ows will result in ows with a high RTT getting less throughput than

ows with a low RTT.

Current Internet Servie Provider user aess fees are stritly onnetion-based and not distane-

based, meaning the ost to aess to information on a Web server is not assoiated with the RTT

from the lient to that server. This reates the pereption that all lients should reeive the same

quality of servie from a Web server regardless of their proximity to that server. In fat, servers

often use Content Delivery Networks (CDNs) to move Web server information loser to lients in

order to provide improved, uniform performane, regardless of proximity. Thus, it an be argued

that one of the goals of CDNs is to redue the inherent bandwidth unfairness due to a lient's large

round-trip time. The approah of the Chablis algorithm presented here is to use RTT information

in a ongested router to provide better fairness among TCP lients and redue the need to use

CDNs to ahieve bandwidth equity.

�

The term Chablis omes from a play on the aronym RED. Considering \red" as a type of wine, there is a family

of \white wine" ative queue management tehniques, of whih Chablis is one.
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There have been numerous approahes to ahieving per ow fair bandwidth alloation at on-

gested routers. As noted in [9℄, there is a ontinuum of possible per-ow treatments, from omplete

per-ow treatment suh as in Fair Queuing, to a omplete absene of per-ow treatment suh as

in drop-tail and RED. Additionally, for queuing mehanisms without per-ow treatment, there is

a ontinuum of possible per-paket treatments, from no per-paket treatments suh as in RED to

omplete per paket treatments from CSFQ ore routers. Figure 1 depits the spae of possible

ow and paket treatment poliies, with the approximate plaements of poliies evaluated in this

paper.

Random Early Detetion (RED) [5℄, probably the best known Ative Queue Management

(AQM) tehnique, keeps no per ow state information. Pakets are dropped probabilistially based

on the long-term average queue size and �xed indiators of ongestion (thresholds). RED uses

randomization to drop arriving pakets to avoid biases against bursty traÆ and roughly drops

pakets in proportion to a ow's data rate at the router. However, ows with high RTTs and small

window sizes are bursty, and this burstiness auses high variability in the pereived data rate of

these ows as seen by RED routers.

At the other extreme, De�it Round Robin (DRR) [12℄, a variant of Fair Queuing (FQ) [2℄,

keeps extensive information on every ow. DRR routers send pakets approximately in the order

a router would send them if pakets ould be sent one bit at a time. While DRR and other FQ

variants ahieve fairness among ows, the per-ow state information required and overhead needed

to manage priority queues is expensive. Moreover, these shemes do not sale well with inreased

number of ows. This study uses DRR as the best ase senario for ahieving fairness among

heterogeneous ows; namely the goal being to seek fairness omparable to DRR without DRR

per-ow osts.

Flow Random Early Drop (FRED) [8℄ uses per-ow preferential dropping to ahieve fairer

alloation of bandwidth among ows. FRED builds per-ow state at the router by examining those

pakets that are urrently in the queue. The paket drop rate for a ow is determined by the

number of pakets the ow has in the queue, and is not diretly inuened by the ow's data rate

nor round-trip time. We evaluate the e�etiveness of FRED as a less expensive means than FQ of

attempting per-ow fairness.

In Core Stateless Fair Queuing (CSFQ) [13℄, edge routers lassify ows based on their urrent

sending rates and forward these rates as labels to ore routers. Using these labels, ore routers

keep a running estimate of the fair share apaity of a ow on an out-going link. The ore router
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drops pakets in a manner aimed at giving eah ow its fair share of the link throughput. However,

suh preferential dropping based on data rate alone is not suÆient to ahieve fairness. Sine the

response funtion for TCP-friendly ows is based on the RTT, dropping pakets equally between

two ows with the same data rate but di�erent RTTs will result in a higher long-term data rate

for the ow with the lower RTT. While it has been shown that CSFQ ahieves fairness for ows

with the same RTT, we demonstrate that it is ine�etive in ahieving fairness among ows with

heterogeneous RTTs.

This paper presents a new approah to fairness that takes into aount a ow's round-trip time

in determining a router's responsiveness to ongestion avoidane. The primary goal of our work is

to ahieve fairness

1

among responsive ows with heterogeneous RTTs without negatively impating

overall router performane (i.e., goodput, delay and drop rate).

Ative queue management approahes typially rely on paket drops as noti�ation of ongestion

in the network. However, paket drops result in a waste of bandwidth in the network beause router

resoures used to transfer the dropped paket up to the dropping point ould have been used to

transfer a di�erent paket instead. ECN [4℄ proposes a modi�ation to TCP to enable ongestion

noti�ation without paket drops. ECN uses a bit in the IP paket header that an be set by the

router to indiate there is ongestion in the network. End hosts reeiving pakets with the ECN

bit set reat the same way they would have to a paket drop, typially by reduing their window

sizes. ECN helps to redue paket drops, thus inreasing network goodput.

The framework for our approah, Chablis, is the same edge and ore arhiteture presented in

CSFQ [13℄ wherein ore routers mark pakets based on hints sent in paket labels by edge routers.

In pratie, the edge an be an ingress router or an end host and the hint an onsist of the

estimated data rate, as in CSFQ, the estimated window size, a delay tolerane, or any other ow

attribute. In Chablis, the hint is an edge estimate of the best-ase round-trip time.

Using round-trip time hints, the Chablis ore router omputes an average round-trip time for

all pakets arriving at the router. When ongestion is indiated by the RED thresholds, pakets

are marked based on their round-trip time in relation to the overall average round-trip time. This

mehanism preferentially marks pakets with lower than average round-trip times and favors pakets

with higher than average round-trip times. This protets fragile ows with high round-trip times

while inhibiting robust ows with low round-trip times from grabbing an unfair share of link

1

We fous on min-max fairness, sine it is easy to interpret loally and makes no assumptions about behaviors

elsewhere in the network. For ompleteness, Jain's fairness index[6℄ is also reported for all experiments.
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bandwidth.

Through NS-2 [10℄ simulations, Chablis' e�etiveness is demonstrated under a wide range of

senarios. These senarios inlude: mixes of ows with round-trip times varying from 20 ms to 400

ms; a disproportionately large numbers of ows in di�erent round trip time lusters; equal lusters

of ows in di�erent round-trip time lusters; and drasti hanges in the round-trip times of ative

ows.

Our simulation results show that Chablis: provides fairness among ows that is far superior

to RED in all senarios tested; ahieves fairer link apaity alloation among ows than CSFQ

and FRED in all senarios; provides far better fairness than CSFQ and FRED in many senarios;

yields DRR equivalent fairness in most senarios; and approximates DRR equivalent fairness in the

other senarios tested. These Chablis improvements in fairness are aomplished while providing

performane similar to RED with respet to drop rate, goodput and throughput.

The rest of this paper is organized as follows: Setion 2 fouses on the details and derivation

of the Chablis mehanisms; Setion 3 desribes the set of simulation experiments run to evaluate

Chablis under a wide-range of onditions and inludes analysis of the simulation results and de-

tailed omparisons of the performane of Chablis with DRR, CSFQ, RED and FRED. Setion 4

summarizes our �ndings and onsiders further extensions and future work.

2 Chablis

In this setion, we present the Chablis algorithm, summarized in Figure 2. Eah paket ontains

a round-trip time (RTT) label, as desribed in Setion 2.1. For eah inoming paket, the RTT

label is used to update the RTT average kept by the router, as desribed in Setion 2.2. If there is

extreme ongestion, indiated by the queue average being above max

th

, the paket is dropped. If

the paket is not dropped, it is enqueued in a normal �rst-in, �rst-out fashion. If there is ongestion,

as indiated by the queue average being between min

th

and max

th

, the mark probability for the

paket is omputed based on the queue parameters, the RTT label, and the RTT average, as

desribed in Setion 2.3.

2.1 Round-Trip Time at the Edge

As in [13℄, we assume an arhiteture where edge routers on the ingress of a network loud label a

paket with additional information, alled an edge hint so that ore routers on the interior of the
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on reeiving paket p

if (p:RTT > 0) then

updateAvg(R

average

, R

formula

, p:RTT )

if (q

avg

>= max

th

) then

dropPaket(p, 1)

else

if (avg >= min

th

) then

d = alMarkProbability(q

avg

, min

th

, max

th

, p:RTT , R

formula

))

markPaket(p, d)

enQueuePaket(p)

Figure 2: Chablis Algorithm

network loud an make paket marking deisions eÆiently. In our ase, the edge hint is given

by the sending host using TCP-Reno and it is the lowest RTT reorded, as omputed using the

baseRTT omputation from TCP Vegas ode.

Based on disussion in [14℄, there are from 4 to 17 bits available that an be used to arry edge

hint information. We store the RTT in the IP paket using a 16-bit integer, but in pratie our

range of RTTs would only require about 9 bits. Moreover, 9 bits still allows overage of up to 80%

of RTTs typially observed [1℄. At a granularity of 10 ms, 9 bits would be suÆient to over RTT

ranges of up to 5 seonds.

2.2 Average Round-Trip Time at the Router

The average RTT at the router is alulated using an exponential weighted moving average, alled

R

average

. To adjust quikly to hanges in the network, the weight w

RTT

is set to 0.1, whih is muh

higher than a typial w

q

of 0.002 used as a weight for a RED queue average. The value of 0.1 is

neessary to quikly detet hanges in the RTT of inoming pakets, aused by the the addition of

new ows, the termination of old ows or a hange in route of some ows. To prevent exessive

variation in RTT under steady state, the algorithm uses a stabilized measure of the RTT, alled

R

formula

, to ompute mark probabilities (see Setion 2.3). R

formula

is only hanged when R

average

has signi�antly moved, meaning R

average

has been out of a range of +/- 12.5ms over a period

of 100 ms, an approximate RTT. If R

average

has moved from one side of the range to the other,

alled rossing over in Figure 3, we reset the time interval. When it is determined that R

average

has moved, R

forumla

is updated to move towards the new R

average

.
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now = getCurrentTime()

R

average

= (1 - w

RTT

) R

average

+ (w

RTT

) p:RTT

if (((R

formula

-12.5) < R

average

AND (R

formula

+12.5) > R

average

) OR R

average

rossed over) then

lasttime = now

else

if ((now - lasttime) > 100ms) then

lasttime = now

update R

forumula

towards new R

average

Figure 3: Algorithm for Computing Round-Trip Time at the Router

2.3 Mark Probability Based on Round-Trip Time
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Figure 4: Contribution of p-Terms vs. Mark Probability.

In order to ompute a mark probability based on a paket's RTT relative to the average RTT

(R

average

), we start with the TCP response funtion [11℄:

T =

s

R

q

2p

3

+ t

RTO

q

3p

8

p (1 + 32p

2

)

(1)

This provides the upper bound on the sending rate of T as a funtion of the paket size s, steady

state loss rate p, round-trip time R, retransmission time out t

RTO

. Although the mark probability

in RED is not exatly equivalent to the steady state loss rate p, p will be used to estimate the

relationship between the mark probability and the round-trip time. Combining the three terms

involving p above using a onstant and exponent, we get the simpli�ed equation:

T =

s

Rp

a

(2)

Consider two ows with throughputs T

1

and T

2

and round-trip times R

1

and R

2

, respetively.
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In order to ahieve fair bandwidth alloation, T

1

and T

2

should be equal. This leads to the following

derivation:

T

1

= T

2

s

R

1

p

a

1

=

s

R

2

p

a

2

p

2

= p

1

�

R

1

R

2

�

1

a

(3)

The exponent a needs to summarize the behavior of the denominator of the original equation.

The three terms involving p in Equation (1) have exponents of 1/2, 3/2 and 7/2. Figure 4 depits

eah p-term's ontribution to the sum, and the best �t urve to the sum. When p approahes 0,

p

1=2

dominates, but when p approahes 1.0, eah p-term ontributes nearly equally. Figure 4 shows

that the sum of the p-terms follows losely to square root of p as expeted, with the estimated

exponent a in the �tted urve funtion being about 0.63. Using a = 0.63, the per-paket mark

probability is omputed from a base mark probability p based on min

th

, max

th

, max

p

and q

avg

, as

in traditional RED [5℄:

p = p

base

�

R

formula

R

�

1

0:63

p = p

base

�

R

formula

R

�

1:58

(4)

For the rest of the paper, the exponent used for the mark probability for robust ows will be

alled � and the exponent used for the mark probability for fragile ows will be alled �.

For overhead, Chablis has a basi omplexity similar to that of RED. In addition, Chablis has

four additional variables (�, �, R

average

, and R

formula

). For eah paket that arrives, Chablis

must read the round-trip time label in eah paket, and ompute R

average

, adjusting R

formula

as

neessary. No per ow state information is required.

3 Experiments

In this setion, we evaluate Chablis by omparing its performane with the four additional algo-

rithms mentioned in the introdution: RED, with no expliit attempt at fairness as the urrent

status quo of (un) fairness; DRR, with paket sheduling to ahieve bandwidth fairness as the

8



model of fairness; and CSFQ and FRED as less omplex ways of ahieving the fairness sought by

DRR. We used the NS-2 simulator [10℄, whih provides paket-level implementation of many TCP

protools and many bu�er queue management algorithms inluding DRR and RED. For CSFQ and

FRED, we used the ode developed in [13℄.

AQM Experiment

1 2 3 4 5 6

A B C D A B C D

RED 0.779 0.845 0.894 0.988 0.824 0.879 0.815 0.924 0.685 0.737 0.632 0.808

FRED 0.815 0.855 0.687 0.989 0.867 0.927 0.807 0.925 0.713 0.807 0.634 0.870

CSFQ 0.781 0.796 0.860 0.977 0.915 0.734 0.965 0.986 0.740 0.647 0.641 0.610

DRR 0.927 0.975 0.984 0.991 0.962 0.972 0.985 0.977 0.880 0.933 0.960 0.970

Chablis 0.994 0.994 0.993 0.997 0.990 0.988 0.986 0.992 0.904 0.987 0.965 0.993

Figure 5: Jain's Fairness Index for All Experiments

AQM Experiment

1 2 3 4

RED [0.15, 0.82℄ [1.72, 5.17℄ [0.27, 0.92℄ [0.15, 0.37℄

FRED [0.15, 0.75℄ [1.75, 5.09℄ [0.25, 1.47℄ [0.18, 0.38℄

CSFQ [0.14, 0.82℄ [1.98, 5.66℄ [0.27, 1.04℄ [0.07, 0.38℄

DRR [0.20, 0.53℄ [2.84, 3.50℄ [0.21, 0.42℄ [0.22, 0.37℄

Chablis [0.25, 0.40℄ [3.14, 3.56℄ [0.36, 0.53℄ [0.28, 0.39℄

AQM Experiment

5 6

A B C D A B C D

RED [1.69, 5.15℄ [3.19, 6.60℄ [2.61, 7.12℄ [3.58, 6.41℄ [0.76, 5.79℄ [2.04, 7.79℄ [1.36, 8.35℄ [2.67, 7.32℄

FRED [1.73, 4.77℄ [3.57, 5.82℄ [2.51, 7.26℄ [3.59, 6.40℄ [0.94, 5.58℄ [2.52, 6.92℄ [1.18, 8.55℄ [3.15, 6.83℄

CSFQ [2.25, 4.41℄ [2.02, 7.82℄ [4.07, 5.57℄ [4.46, 5.26℄ [1.57, 5.87℄ [1.36, 8.61℄ [1.20, 7.22℄ [1.07, 8.89℄

DRR [2.70, 3.68℄ [4.66, 5.30℄ [4.93, 4.96℄ [4.84, 5.10℄ [1.84, 4.57℄ [4.24, 5.71℄ [4.24, 5.63℄ [4.60, 5.33℄

Chablis [3.07, 3.32℄ [4.72, 5.10℄ [4.76, 5.04℄ [4.72, 5.23℄ [2.03, 3.32℄ [4.69, 5.18℄ [4.84, 4.98℄ [4.96, 5.01℄

Figure 6: Minimum and Maximum Goodput (Mbps) for All Experiments

We implemented Chablis by extending the existing RED ode with the mark probability algo-

rithms desribed in Setion 2. Then we set up the network topology shown in Figure 7. There are

30 soures, N

0

through N

29

going through a bottlenek router R to destination D. The bottlenek

bandwidth is 10 Mbps and the delay 5 ms. The settings for RED, FRED, CSFQ and Chablis are

in Figure 7. For CSFQ, the averaging onstants K (used in estimating the ow rate), K

�

(used in

estimating the fair rate), and K



(used in making the deision on whether the link is ongested or

not) are set as reommended in [13℄. Any setting not listed in the �gure is set to the default NS-2

on�guration. All ows use TCP-Reno with the RTT modi�ation desribed in Setion 2.2 and a

maximum window size of 64 pakets.
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Figure 7: Network Topology and Settings

A set of six experiments were run using this topology and all settings were the same aross

experiments, exept that the latenies between eah node N

i

and the router R di�er, and the ative

queue management (AQM) tehnique was one of RED, FRED, CSFQ, DRR or Chablis. We also

olleted Jain's fairness index values (Figure 5) and the minimum and maximum goodput values

(Figure 6).

In general, as our results in Setions 3.1-3.4 show, Chablis ahieves reasonable fairness, signi�-

antly loser to DRR than RED, and Chablis is moderately fairer than CSFQ and FRED. In eah

experiment, there are a large number of dynamis, some of them rather omplex. Due to spae

limitation, we merely highlight the important points, with details available in [7℄.

3.1 Uniformly Distributed Latenies

Experiment 1 onsiders many soures with various roundtrip latenies. Eah soure lateny is

alulated by lateny (N

i

) = 2 [(i+ 1) 5ms+ 5ms℄, whih introdues a linear inrease in lateny

from one soure to the next. Therefore, the 30 soures have round-trip latenies ranging from 20

ms to 310 ms. The results of experiment 1 were used to tune the � and � parameters for Chablis.

Although the theoretial values derived in Setion 2 were 1.578 for both of them, the atual values

used based on the best results from this experiment, as shown in Figure 7, are 1.6 and 1.4.

The experiment simulations were run for 150 seonds and the goodput was averaged over a

120 seond period starting 30 seonds after the beginning of eah simulation. Figure 8 depits the

goodput for eah ow. With 30 di�erent ows, the fair share of eah ow is

1

3

Mbps, depited by

the horizontal line in eah graph. Without any fair treatment, RED provides the most bandwidth

(0.82 Mbps) to the most robust soure and the least bandwidth (0.15 Mbps) to a fragile soure.
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Figure 8: Experiment 1 (Uniformly Distributed Latenies). The 30 ows have roundtrip latenies

ranging from 20 ms (left) to 310 ms (right).

FRED does not improve the bandwidth for the most fragile ow at all (0.15 Mbps) but redues the

bandwidth of the most robust ow (0.75 Mbps). CSFQ provides high bandwidth to every other

robust ow (the largest getting 0.82 Mbps), while the least bandwidth is omparable to that of

RED (0.14 Mbps). Visually, DRR and Chablis perform muh better (more soures are near the

horizontal line), with DRR providing reasonable fairness between the most robust ow (0.53 Mbps)

to the most fragile ow (0.20 Mbps), and Chablis providing the best fairness between the most

robust ow (0.37 Mbps) and the most fragile ow (0.27 Mbps).

3.2 Balaned Clustered Latenies

Experiment 2 onsiders ows uniformly balaned in three lusters of latenies. There are 10 robust

ows with 50 ms of roundtrip lateny, 10 average ows with 100 ms of roundtrip lateny, and 10

fragile ows with 200 ms of roundtrip lateny.

The experiment simulations were run for 150 seonds, but only the region between 30 seonds

and 60 seonds is depited to show the network in steady state. Figure 9 depits the goodput

averaged over all the ows in eah luster, measured every 250 ms. For the three lusters of ows,

the fair share of bandwidth is

10

3

Mbps.

RED provides the fragile ows with only 1.5 Mbps while the robust ows get 6.0 Mbps. FRED

improves the bandwidth of the fragile ows to 1.9 Mbps and redues the bandwidth of the robust

ows to 5.0 Mbps. CSFQ yields 2.0 Mbps to the lusters of fragile ows and 5.7 Mbps to the luster
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Figure 9: Experiment 2 (Balaned Clustered Latenies). 10 robust ows (50 ms round-trip lateny),

10 average ows (100 ms roundtrip lateny), and 10 fragile ows (200 ms of roundtrip lateny).

of robust ows. DRR provides reasonably fair bandwidth alloation with the robust ows getting

3.5 Mbps and the fragile ows getting 2.8 Mbps. Chablis performs the best with the robust ows

getting only 3.6 Mbps and the fragile ows getting 3.1 Mbps.
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Figure 10: Experiment 3 (Unbalaned Latenies). 1 robust (ow 0, 20 ms roundtrip lateny) and

29 fragile (ows 1-29, 200 ms roundtrip lateny)
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Figure 11: Experiment 4 (Unbalaned Latenies). 1 fragile (ow 0, 200 ms roundtrip lateny) and

29 robust (ows 1-29, 20 ms round-trip lateny)

.

3.3 Unbalaned Latenies

Experiment 3 and 4 onsider ases where most (29) of the ows have the same lateny, while one

ow has an extremely di�erent lateny. Experiment 3 has 1 robust ow (20 ms) and 29 fragile ows

(200 ms). Experiment 4 has 1 fragile ow (200 ms) and 29 robust ows (20 ms). Both experiments

ran simulations for 150 seonds with the �rst 30 seonds omitted in order to depit a steady state.
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For both experiments, we ompare all 30 ows individually, so the fair share of network bandwidth

is

1

3

Mbps.

Figure 10 depits the goodput of eah ow for the simulations in Experiment 3. RED fails to

redue the goodput of the robust ow (ow 0) and gives it 0.92 Mbps. FRED and CSFQ perform

worse than RED, giving the robust ow 1.47 Mbps and 1.04 Mbps, respetively. DRR performs

the best, restraining the robust ow to 0.42 Mbps. However, DRR gives as low as 0.21 Mbps to

the fragile ows. Chablis omes lose to DRR by only allowing the robust ow 0.41 Mbps, treating

the fragile ows better by giving them at least 0.28 Mbps.

Figure 11 depits the goodput of eah ow for the simulations in Experiment 4. RED does not

assist the fragile ow, giving it only 0.15 Mbps. FRED is able to help the fragile ow get 0.18

Mbps. CSFQ performs worse than RED, giving the fragile ow only 0.07 Mbps. DRR provides

fairness similar to that of FRED, giving the fragile ow 0.22 Mbps. Chablis provides the smallest

bandwidth gap, giving the fragile ow 0.26 Mbps, slightly less bandwidth than the fair share.

3.4 Dynami Latenies

For Experiments 5 and 6, we onsider abrupt hanges in the latenies of lusters of ows. We set

up a senario where the 3 lusters of ows, 30 ows in eah luster, where all run for the �rst 30

seonds (period A). The robust ows stop for the next 30 seonds (period B). The robust ows

ome bak and the average ows turn o� for 30 seonds (period C). Lastly, the average ows turn

bak on and the fragile ows stop for 30 seonds (period D). When there are three lusters of ows,

the fair share of bandwidth is

10

3

Mbps. When there are two lusters of ows, the fair share of

bandwidth is

10

2

Mbps.

Experiment 5 uses 10 robust ows having 50 ms of roundtrip lateny, 10 average ows having

100 ms of roundtrip lateny, and 10 fragile ows having 200 ms of roundtrip lateny. Figure 12

depits the goodput averaged over all the ows in eah luster, measured every 250 ms. Visually,

RED, FRED and CSFQ are very unfair. Period A is exatly the same as Experiment 2 (Balaned

Clustered Latenies) in Setion 3.2. In period B, RED, FRED and CSFQ allow the average ows

to get around 6-7 Mbps while fragile ows to get only around 2-3 Mbps. Chablis provides fairness

very lose to that of DRR by giving 4.7 Mbps to the fragile ows and 5.2 Mbps to the average

ows. In period C, the di�erene in bandwidth grows bigger for RED and FRED, with the robust

ows getting around 7 Mbps and the fragile ows getting only 2.5 Mbps. CSFQ performs better

than RED and FRED, giving 2 Mbps to the fragile ows and 5.6 Mbps to the robust ows. Chablis
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Figure 12: Experiment 5 (Dynami Latenies). 10 robust (50 ms round-trip lateny), 10 average

(100 ms roundtrip lateny), and 10 fragile (200 ms of roundtrip lateny).

is again omparable to DRR by giving 4.8 Mbps to the fragile ows and 5.0 Mbps to the robust

ows. In period D, RED, FRED and CSFQ provide slightly better fairness by allowing the robust

ows to get around 5-6 Mbps and allowing the fragile ows to get 3-4 Mbps. Chablis is lose to

DRR, with both the robust ows and the fragile ows getting 5.0 Mbps.

For Experiment 6, Figure 13 depits the goodput averaged over all the ows in eah luster,
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Figure 13: Experiment 6 (Dynami Latenies). 10 robust (20 ms round-trip lateny), 10 average

(80 ms roundtrip lateny), and 10 fragile (320 ms of roundtrip lateny).

measured every 250 ms. Visually, RED, FRED and CSFQ learly demonstrate unfairness. Both

DRR and Chablis provide slightly worse fairness than in Experiment 5. During period A, DRR

gives the fragile ows 1.8 Mbps and the robust ows 4.5 Mbps. Chablis gave the fragile ows 2.0

Mbps and the robust ows 3.3 Mbps. In period B, RED, FRED and CSFQ allow the average

ows to get around 7-8 Mbps and the fragile ows to get only around 1-2 Mbps. Chablis provides
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fairness similar to that of DRR by giving 4.7 Mbps to the fragile ows and 5.2 Mbps to the average

ows. In period C, RED, FRED and CSFQ are even more unfair, with the robust ows getting

7-8 Mbps while the fragile ows get only around 1 Mbps. One again, Chablis is omparable to

DRR by giving 4.8 Mbps to the fragile ows and 5.0 Mbps to the robust ows. In period D, RED

and FRED provide a bit more fairness by allowing the robust ows to get around 7 Mbps and the

fragile ows around 3 Mbps. CSFQ provides the worst fairness by only giving 1 Mbps to the fragile

ows and 8.9 Mbps to the robust ows. Chablis is lose to DRR, with around 5 Mbps for both the

fragile ows and the robust ows.

3.5 Overall Goodput and Drop Rate

It is important that the modi�ations made to RED for Chablis do not degrade the overall per-

formane of RED. In addition to the fairness results for experiments 1-6, we ompared the paket

drop rate in steady state and the total goodput for the bottlenek link.

Experiment RED Chablis

Drop Goodput Drop Goodput

(%) (Mbps) (%) (Mbps)

1 0.00 9.70 0.00 9.65

2 0.00 9.75 0.00 9.78

3 0.73 9.65 0.70 9.97

4 0.37 9.79 0.27 9.85

Figure 14: Drop Rate and Total Goodput for RED and Chablis

Figure 14 shows that Chablis's drop rate is about the same as or slightly lower than RED's.

The goodput is very omparable between RED and Chablis, and in some ases, Chablis atually

provided more total goodput than RED. In the few ases where Chablis's total goodput is lower

than RED's, it is only 50 Kbps lower.

4 Summary

A TCP-friendly ow's round-trip time (RTT) is diretly responsible for determining a ow's data

rate [3, 11℄. Current Internet routers and router ongestion ontrol approahes ignore RTT in mak-

ing paket dropping deisions, providing unfair bandwidth alloation for ows with di�erent RTTs.

Consequently, Web servers often use Content Delivery Networks (CDNs) to redue lient RTTs

in order to provide improved, uniform performane, regardless of proximity. Instead, we propose
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using RTT information in a ongested router to provide fairness among TCP lients regardless of

RTT and thus redue the need to use CDNs for bandwidth equity.

This paper presents Chablis, an ative queue management approah for ahieving fairness among

ows with heterogeneous round-trip times (RTTs). Using the distributed arhiteture presented

in [14℄, pakets are labeled with their minimum observed RTT, allowing the Chablis router to

make marking deisions based upon the RTT of eah ow relative to the average RTT observed

at the router. This provides the potential to protet fragile ows with a high RTT from reeiving

unneessarily low bandwidth, while urtailing robust ows with a low RTT to their fair bandwidth

share. Moreover, the use of the RTT label at the network edge allows Chablis to avoid keeping

per-ow information.

We evaluated Chablis over a range of ows and over a wide-range of RTT onditions among

the ows. We �nd Chablis ahieves a signi�ant degree of fairness under all onditions. We also

ompared Chablis with CSFQ [13℄, FRED [8℄ and DRR [12℄, algorithms spei�ally designed to

ahieve fairness, as well as to RED [5℄. In all ases, Chablis performs far better than RED, and in

many ases, Chablis performs far better than either CSFQ or FRED, often performing nearly as

well as does DRR. We are not aware of any other router queue management tehniques that an

ahieve better fairness than Chablis without using per-ow information.

Currently, Chablis does not urtail unresponsive ows reeiving more than their fair share

of bandwidth. In fat, under Chablis, unresponsive ows with a high RTT will be favored over

responsive ows with a low RTT. The natural extension to Chablis is to ombine it with a rate-

based ative queue management tehnique, suh as CSFQ [13℄ or RED-PD [9℄. High-bandwidth

ows ould be deteted and monitored as in [9℄, or per paket drop probabilities ould be omputed

based on both the bandwidth used by the ow as well as the RTT.

Chablis relies on ECN to ahieve fairness, but most end hosts on the Internet do not yet use

ECN-enabled TCP. Therefore, a new version of Chablis, alled Chardonnay, that uses dropping

instead of marking, has shown great promise in providing fairness even with dropping pakets.

We are urrently in the proess of evaluating the Chardonnay mehanism under a broader range

of onditions and disovering router on�guration settings appropriate for dropping rather than

marking.
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