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OMPUTERIZED energy management and control systems this chapter. For cooling systems, the strategies generally assume
Cprovide an excellent means of reducing utility costs associated
with maintaining environmental conditions in commercial build-
ings. These systems can incorporate advanced control strategies that
respond to changing weather and building conditions and minimize
operating costs.

HVAC systems are typically controlled using a two-level control
structure. Lower-level local-loop control of a single set point is pro-
vided by an actuator. For example, the supply air temperature from
a cooling coil is controlled by adjusting the opening of a valve that
provides chilled water to the coil. The upper control level, super-
visory control, specifies set points and other time-dependent modes
of operation.

The performance of large, commercial HVAC systems can be
improved through better local-loop and supervisory control. Proper
tuning of local-loop controllers can enhance comfort, reduce energy
use, and increase component life. Set points and operating modes for
cooling plant equipment can be adjusted by the supervisor to maxi-
mize overall operating efficiency. Dynamic control strategies for ice
or chilled-water storage systems can significantly reduce on-peak
electrical energy and demand costs to minimize total utility costs.
Similarly, thermal storage inherent within a building’s structure can
be dynamically controlled to minimize utility costs. In general, strat-
egies that take advantage of thermal storage work best when fore-
casts of future energy requirements are available.

This chapter focuses on the opportunities and control strategies
associated with using computerized control for centralized cooling
and heating systems. The chapter is divided into three major sections.
The first section defines the systems and control variables considered
and presents background on the effects and opportunities associated
with adjusting control variables. The second section, intended for
practitioners, presents a number of supervisory control strategies that
can be implemented in computerized control systems. Finally, the
third section presents basic methods for optimization of systems both
with and without significant thermal energy storage and is intended
for researchers and developers of advanced control strategies.

BACKGROUND

SYSTEMS, DEFINITIONS, AND 
CONTROL VARIABLES

Figures 1 and 2 show schematics of typical centralized cooling
and heating systems for which control strategies are presented in

The preparation of this chapter is assigned to TC 4.6, Building Operation
Dynamics.
that the equipment is electrically driven and that heat is rejected to
the environment by cooling towers. For heating systems, boilers
may be fired by a variety of fuels or powered by electricity, but are
typically fired from either natural gas or #2 or #6 fuel oil. However,
some strategies apply to any type of system (e.g., return from night
setup or setback). For describing different systems and controls,
it is useful to divide the system into the subsystems depicted in Fig-
ures 1 and 2: air distribution system, chilled-/hot-water loop, chiller/
boiler plant, condenser water loop.
Fig. 1 Schematic of Chilled-Water Cooling System

Fig. 1 Schematic of Chilled-Water Cooling System
Fig. 2 Schematic of Hot-Water Heating System

Fig. 2 Schematic of Hot-Water Heating System
.1
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Subsystems
Air Distribution Systems. An air distribution system includes

terminal units (VAV boxes, etc.), air-handling units (AHUs), ducts,
and controls. In each AHU, ventilation air is mixed with return air
from the zones and fed to the cooling/heating coil. Typically, an
economizer control selects between minimum and maximum ven-
tilation air, depending on the condition of the outside air.

A local-loop controller adjusts the flow of water through the air
handler cooling/heating coil using a two- or three-way valve to
maintain a specified set-point temperature for the air leaving the
cooling/heating coil. This supervisory control variable is termed the
supply air temperature (the air temperature supplied to the zones
may differ due to fan heating or local reheat).

Two different types of zone controls are considered in this
chapter: constant air volume (CAV) and variable air volume (VAV).
CAV systems have fixed-speed fans and provide no feedback con-
trol of airflow to the zones. For this system, zone temperature is
controlled to a set point using a feedback controller that regulates
the amount of local reheat applied to the air entering each zone.
With a VAV system, a feedback controller regulates the airflow to
each zone to maintain zone temperature set points. The zone air-
flows are regulated using dampers located in VAV boxes in each
zone. VAV systems also incorporate feedback control of the pri-
mary airflow through modulation fans. Typically, inputs to a fan
outlet damper, inlet vanes, blade pitch, or variable speed motor are
adjusted to maintain a duct static pressure set point within the sup-
ply duct as described in Chapter 46.

Zone temperature set points are typically fixed values within the
comfort zone during the occupied time, and zone humidity is
allowed to “float” within a range dictated by the system design and
choice of the supply air set-point temperature. Night setup is often
used in summer to raise the zone temperature set points during unoc-
cupied times and reduce the cooling requirements. Similarly, night
setback is often used in winter to lower the zone temperature set
points during unoccupied times and reduce the heating requirements.

Chilled-/Hot-Water/Steam Loop. The chilled-/hot-water or
steam loop consists of pumps, pipes, valves, and controls. Two dif-
ferent types of pumping systems are considered in this chapter—
primary and primary/secondary. With a primary pumping system,
a single piping loop is used and water that flows through the chiller
or boiler also flows through the cooling or heating coils. When
steam is used, a steam-piping loop sends steam to a hot-water con-
verter, returning hot condensate back to the boiler. Another piping
loop then carries hot water through the heating coils. Often, fixed-
speed pumps are used with their control dedicated to chiller or boiler
control. Dedicated control means that each pump is cycled on and
off with the chiller or boiler that it serves. Systems with fixed-speed
pumps and two-way cooling or heating coil valves often incorporate
a water bypass valve to maintain relatively constant flow rates and
reduce system pressure drop and pumping costs at low loads. The
valve is typically controlled to maintain a fixed pressure difference
between the main supply and return lines. This set point is termed
the chilled- or hot-water loop differential pressure. Sometimes,
primary systems use one or more variable-speed pumps to further
reduce pumping costs at low loads. In this case, water bypass is not
used and pumps are controlled directly to maintain a water loop dif-
ferential pressure set point.

Primary/secondary chilled- or hot-water systems are de-
signed specifically for variable-speed pumping. In the primary loop,
fixed-speed pumps provide a relatively constant flow of water to the
chillers or boilers. This design ensures good chiller or boiler perfor-
mance and, for chilled-water systems, reduces the risk of freezing
on evaporator tubes. The secondary loop incorporates one or more
variable-speed pumps that are controlled to maintain a water loop
differential pressure set point. The primary and secondary loops
may be separated by a heat exchanger. However, it is more common
to use direct coupling with a common pipe.
Chiller or Boiler Plant. One or more chillers or boilers, typi-
cally arranged in parallel with dedicated pumps, provide the pri-
mary source of cooling or heating for the system. Individual
feedback controllers adjust the capacity of each chiller or boiler to
maintain a specified supply water temperature (or steam header
pressure for steam boilers). Additional control variables include the
number of chillers or boilers operating and the relative loading for
each. For a given total cooling or heating requirement, individual
chiller or boiler loads can be controlled by using different water sup-
ply set points for constant individual flow or by adjusting individual
flows for identical set points.

Cool thermal storage can also be used in combination with chill-
ers to provide cooling during occupied periods. During the night,
when commercial buildings are unoccupied, the primary cooling
equipment is used to cool the thermal storage medium for use the
next day. During occupied times, the combination of the primary
cooling system and storage must meet the building cooling require-
ments. The use of thermal storage can significantly reduce the costs
of providing cooling in commercial buildings by reducing on-peak
demand and energy costs. The term charging is often used to
describe the cooling of storage, and discharging describes the use
of storage to provide cooling. Control of thermal storage is defined
by the manner in which the storage medium is charged and dis-
charged over time. This control problem differs from control of
other system variables in that operating costs depend on a time his-
tory of charging and discharging over several hours.

Condenser Water Loop. The condenser water loop consists of
cooling towers, pumps, piping, and controls. Cooling towers reject
heat to the environment through heat transfer and possibly evapora-
tion (for wet towers) to the ambient air. Typically, large towers
incorporate multiple cells sharing a common sump with individual
fans having two or more speed settings. Often, a feedback controller
adjusts tower fan speeds to maintain a temperature set point for
water leaving the cooling tower, termed the condenser water sup-
ply temperature. Typically, condenser water pumps are dedicated
to individual chillers (i.e., each pump is cycled on and off with the
chiller it serves).

Control Variables
Control of a VAV cooling system (Figure 1) changes in response

to increasing building cooling requirements in the following man-
ner. With no changes in control, the zone temperature rises as
energy gains to the zone air increase. The zone controller responds
to higher temperatures by increasing local airflow via opening a
damper. Opening a damper reduces static pressure in the primary
supply duct, which causes the fan controller to create additional air-
flow. Without additional control changes, the supply air temperature
of the cooling coils increases because of greater airflow. Feedback
controllers for the supply air temperature respond to the higher tem-
peratures and increase the water flow by opening the cooling coil
valves. This increases the chilled-water flow and heat transfer to the
chilled water (i.e., the cooling load).

Control of a hot-water heating system (Figure 2) is similar. With
no changes in control, the zone temperature falls as energy gains to
the zone air decrease. The zone controller responds to lower temper-
atures by opening a control valve and increasing the flow of hot
water through the local reheat coil. The supply airflow rate is usually
maintained at its minimum value when a VAV system is in heating
mode. Increasing water flow through the reheat coils reduces the
temperature of the water returned to the boiler. Without additional
control, the supply water temperature drops due to the lower return
water temperature. A feedback controller for the supply water tem-
perature responds to the lower temperature and increases the boiler
firing rate.

For fixed-speed chilled- or hot-water pumps, the differential
pressure controller closes the chilled- or hot-water bypass valve
and keeps the overall flow relatively constant. For variable-speed
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pumping, the differential pressure controller increases the pump
speed. In a chilled-water system, the return water temperature and/
or flow rate to the chillers increases, leading to an increase in the
chilled-water supply temperature. The chiller controller responds
by increasing the chiller cooling capacity to maintain the chilled-
water supply set point (and match the cooling coil loads). The
increased energy removed by the chiller increases the heat rejected
to the condenser water loop, which increases the temperature of
water leaving the condenser. The increased water temperature enter-
ing the cooling tower increases the water temperature leaving the
tower. The tower controller responds to the higher condenser water
supply temperature and increases the tower airflow. At some load,
the current set of operating chillers is not sufficient to meet the load
(i.e., maintain the chilled-water supply set points) and an additional
chiller is brought online. For a hot-water system, the return water
temperature and/or flow rate to the boilers decreases, leading to a
decrease in the hot-water supply temperature. The boiler controller
responds by increasing the boiler heating capacity to maintain the
hot-water supply set point (and match the heating coil loads).

For all-electric cooling without thermal storage, minimizing
power at each point in time is equivalent to minimizing energy costs.
Therefore, supervisory control variables should be chosen to maxi-
mize the coefficient of performance (COP) of the system at all times
while meeting the building load requirements. The COP is defined
as the ratio of system power consumption to total cooling load. In
addition to the control variables, the COP depends primarily on the
cooling load and the ambient wet-bulb and dry-bulb temperatures.
Often, the cooling load is expressed in a dimensionless form as a
part-load ratio (PLR), which is the cooling load divided by the
design cooling capacity.

For cooling or heating systems with thermal storage, perfor-
mance depends on the time history of charging and discharging. In
this case, controls should minimize operating costs integrated over
the billing period. In addition, safety features that minimize the risk
of prematurely depleting storage capacity are important.

For any of these scenarios, several local-loop controllers respond
to load change to maintain specified set points. A supervisory con-
troller establishes modes of operation and chooses (or resets) values
of set points. At any given time, cooling or heating needs can be met
with various combinations of modes of operation and set points.
This chapter discusses several methods for determining supervisory
control variables that provide good overall performance.

Sampling Intervals for Reset Controls

Proper sampling intervals are required when resetting the set
point for certain proportional integral (PI) feedback control loops
to prevent oscillation of the process variable in those loops. In gen-
eral, the sampling time interval between reset commands should be
greater than the settling time for the loop. For example, resetting
both the chilled-water supply temperature set point and cooling
coil discharge air temperature set point is necessary for optimal
control. In this case, resetting the set points for chilled-water sup-
ply temperature and cooling coil discharge air temperature should
not occur simultaneously, but at staggered intervals; the interval of
reset for either loop should be greater than the settling time for the
coil (the time for the discharge air temperature of the coil to reach
a new steady-state temperature).

For cascaded loops, the sampling interval between reset com-
mands should be greater than the settling time for the slower loop.
An example of a cascaded loop is a VAV box controller with its flow
set point determined from the space temperature of its associated
zone, and the box damper controlled to maintain the flow set point.
For example, in resetting static pressure set point on a variable-
speed air-handler fan based on VAV box damper position, the inter-
val between resets should be greater than the settling time of the
flow control loop in a pressure-independent VAV box. (Settling time
in this example is the time for the flow rate to reach a new steady-
state value.)

OPTIMIZING CONTROLS FOR BOILERS

Almost two-thirds of fossil fuel consumption in the United States
involves use of a boiler, furnace, or other fired system (Parker et al.
1997). Unlike many electric-driven systems, boilers and fired sys-
tems are not inherently energy efficient because their source energy
is produced from on-site combustion. Boiler systems in many heat-
ing applications are capable of being operated automatically by
energy management and control systems to reduce utility costs as-
sociated with maintaining proper environmental conditions. Boiler
efficiency depends on many factors, such as combustion airflow
rate, load factor, and water temperature in hot-water boilers (or pres-
sure for steam boilers). Opportunities for energy and cost reduction
in boiler plants include excess air control, sequencing and loading of
multiple boilers, and resetting the hot-water supply temperature set
point (for hot-water boilers) or the steam pressure set point (for
steam boilers) (Dyer and Maples 1981).

Excess Air in the Combustion Process
Combustion would occur with greatest efficiency if air and fuel

could be mixed in the exact proportions indicated in the chemical
reaction equation. This is called stoichiometric combustion. The
ratio of the volume of air needed to burn completely one unit volume
of the fuel is known as the stoichiometric air/fuel ratio. The heat
released when the fuel burns completely is known as the heat of
combustion.

In practice, it is impossible to achieve stoichiometric combus-
tion because burners cannot mix air and fuel perfectly. In combus-
tion processes, excess air is generally defined as air introduced
above the stoichiometric or theoretical amount required for com-
plete combustion of the fuel. Only the minimum amount of excess
air to ensure complete combustion should be supplied to the
burner; more than this amount increases the heat rejected to the
stack and reduces efficiency. Combustion efficiency depends on
the amount of excess air (or O2) in the flue gas, the stack tempera-
ture rise above the burner inlet air temperature, and the amount of
unburned hydrocarbons. As shown in Figure 3, combustion effi-
ciency drops sharply when deficient air is supplied to the burner
because the amount of unburned hydrocarbons rises sharply,
thereby wasting fuel. Operating a boiler with high excess air also
heats the air unnecessarily, resulting in lower combustion effi-
ciency. Combustion efficiency is optimized when excess air is
reduced to the minimum.

To determine the minimum excess air for a particular boiler, flue
gas combustible content as a function of excess O2 should be
charted as shown in Figure 4. For a gas-fueled boiler, carbon mon-
oxide should be monitored; for liquid or solid fuel, monitor the
smoke spot number (SSN). Different firing rates should be consid-
ered because the excess air minimum varies with the firing rate (per-
cent load). Figure 4 shows curves for high and low firing rates. As
shown, low firing rates generally produce a more gradual curve;
high-rate curves are steeper. For burners and firing rates with a steep
combustible content curve, small changes in the amount of excess
O2 may cause unstable operation. The optimal control set point for
excess air should generally be 0.5 to 1% above minimum, to allow
for slight variations in fuel composition, intake air temperature and
humidity, barometric pressure, and control system characteristics.
Table 1 lists typical, normally attainable optimum excess air levels,
classified by fuel type and firing method.

Carbon monoxide upper control limits vary with the boiler fuel
used. The CO limit for gas-fired boilers may be set typically at 400,
200, or 100 mg/kg. For No. 2 fuel oil, the maximum SSN is typically
1; for No. 6 fuel oil, SSN = 4. However, for any fuel used, local envi-
ronmental regulations may require lower limits.
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To maintain safe unit output conditions, excess air requirements
may be greater than the levels indicated in this table. This condition
may arise when operating loads are substantially less than the
design rating. Where possible, the vendor’s predicted performance
curves should be checked. If they are unavailable, excess air should
be reduced to minimum levels consistent with satisfactory output.

Fig. 3 Effect of Percent of Excess Air on
Combustion Efficiency

Fig. 3 Effect of Percent of Excess Air on
Combustion Efficiency

BEI (1991). Copyright 1991 by the Boiler Efficiency Institute.
Reprinted by permission from Boiler Efficiency Improvement.

Fig. 4 Hypothetical CO-O2 Characteristic Combustion
Curves for a Gas-Fired Industrial Boiler

Fig. 4 Hypothetical CO-O2 Characteristic Combustion 
Curves for a Gas-Fired Industrial Boiler

Parker et al. (1997). Copyright 1997 by Fairmont Press, Inc.,
700 Indian Trail, Lilburn, GA 30047, www.fairmontpress.com
Reprinted by permission from Energy Management Handbook.
Oxygen Trim Control
An oxygen trim control system adjusts the airflow rate using an

electromechanical actuator mounted on the boiler’s forced-draft fan
damper linkage, and measures excess oxygen using a zirconium
oxide mounted in the boiler stack. The oxygen sensor signal is com-
pared with a set point value obtained from the boiler’s excess air set
point curve for the given firing rate. The oxygen trim controller
adjusts (“trims”) the damper setting to regulate the oxygen level in
the boiler stack at this set point. In the event of an electronic failure,
the boiler defaults to the air setting determined by the mechanical
linkages.

Carbon Monoxide Trim Control
Carbon monoxide trim control systems are also used to control

excess air, and offer several advantages over oxygen trim systems.
In carbon monoxide trim systems, the amount of unburned fuel (in
the form of carbon monoxide) in the flue gas is measured directly by
a carbon monoxide sensor and the air/fuel ratio control is set to
actual combustion conditions rather than preset oxygen levels.
Thus, the system continuously controls for minimum excess air.
Carbon monoxide trim systems are also independent of fuel type
and are virtually unaffected by combustion air temperature, humid-
ity, and barometric pressure conditions. However, they cost more
than oxygen trim systems because of the expense of the carbon
monoxide sensor. Also, the carbon monoxide level in the boiler
stack is not always a measure of excess air. A dirty burner, poor
atomization, flame chilling, flame impingement on the boiler tubes,
or poor fuel mixing can also raise the carbon monoxide level in the
boiler stack (Taplin 1998).

Sequencing and Loading of Multiple Boilers
Generally, boilers operate most efficiently at a 65 to 85% full-

load rating. Boiler efficiencies fall off at higher and lower load
points, with the decrease most pronounced at low load conditions.
Boiler efficiency can be calculated by means of stack temperature
and percent O2 (or percent excess air) in the boiler stack for a given
fuel type. Part-load curves of boiler efficiency versus hot-water or
steam load should be developed for each boiler. These curves should
be dynamically updated at discrete load levels based on the hot-
water or steam plant characteristics to allow the control strategy to
continuously predict the input fuel requirement for any given heat
load. When the hot-water temperature or steam pressure drops
below set point for the predetermined time interval (e.g., 5 min), the
most efficient combination of boilers must be selected and turned on
to meet the load. The least efficient boiler should be shut down and

Table 1 Typical Optimum Excess Air for
Various Boiler Types*

Fuel
Type

Firing
Method

Optimum
Excess Air, %

Equivalent O2
(by Volume)

Natural gas Natural draft 20-30 4-5
Forced draft 5-10 1-2
Low excess air 0.4-2.0 0.1-0.5

Propane — 5-10 1-2

Coke oven gas — 5-10 1-2

No. 2 oil Rotary cup 15-20 3-4
Air-atomized 10-15 2-3
Steam-atomized 10-15 2-3

No. 6 oil Steam-atomized 10-15 2-3

Coal Pulverized 15-20 3-3.5
Stoker 20-30 3.5-5
Cyclone 7-15 1.5-3

*Parker et al. (1997). Copyright 1997 by Fairmont Press, Inc., 700 Indian Trail,
Lilburn, GA 30047, www.fairmontpress.com. Reprinted by permission from Energy
Management Handbook.
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banked in hot standby if its capacity drops below the spare capacity
of the current number of boilers operating (or for primary/secondary
hot-water systems, if the flow rate of the associated primary hot-
water pump is less than the difference between primary and second-
ary hot-water flow rates) for a predetermined time interval (e.g.,
5 min). The spare capacity of the current online boilers is equal to
their full-load capacity minus the current hot water load.

Resetting Supply Water Temperature and Pressure
Standby losses are reduced and overall efficiencies enhanced by

operating hot-water boilers at the lowest acceptable temperature.
Condensing boilers achieve significantly higher combustion efficien-
cies at water temperatures below the dew point when they are oper-
ating in condensing mode (Chapter 27, Boilers, in the 2000 ASHRAE
Handbook—HVAC Systems and Equipment). Hot-water boilers of
this type are very efficient at part-load operation when a high water
temperature is not required. Energy savings are therefore possible if
the supply water temperature is maintained at the minimum level
required to satisfy the largest heating load. However, to minimize
condensation of flue gases and consequent boiler damage from acid,
water temperature should not be reset below that recommended by
the boiler manufacturer (typically 60°C) (see Chapter 46). 

Similarly, energy can be saved in steam heating systems by main-
taining supply pressure at the minimum level required to satisfy the
largest heating load.

In practice, reset control is only possible if boiler controls inter-
face with the energy management and control system.

Operating Constraints
Note that there are practical limitations on the extent of auto-

matic operation if damage to the boiler is to be prevented. Control
strategies to reduce boiler energy consumption can also conflict
with recommended boiler operating practice. For example, in addi-
tion to flue gas condensation concerns mentioned previously, rapid
changes in boiler metal temperature (thermal shock) brought about
by abrupt changes in boiler water temperature or flow, firing rate, or
air temperature entering the boiler should be avoided. The repeated
occurrence of these conditions weakens the metal and leads to
cracking and/or loose tubes. It is therefore important to follow all of
the recommendations of the American Boiler Manufacturers Asso-
ciation (ABMA 1998).

OPTIMIZING CONTROLS FOR 
COOLING WITHOUT STORAGE

Figure 1 depicts multiple chillers, cooling towers, and pumps
providing chilled water to air-handling units to cool air that is sup-
plied to building zones. At any given time, cooling needs may be
met with different modes of operation and set points. However, one
set of control set points and modes results in minimum power con-
sumption. This optimal control point results from tradeoffs between
the energy consumption of different components. For instance, in-
creasing the number of cooling tower cells (or fan speeds) increases
fan power but reduces chiller power because the temperature of the
water supplied to the chiller’s condenser is decreased. Similarly,
increasing condenser water flow by adding pumps (or increasing
pump speed) decreases chiller power but increases pump power.

Similar tradeoffs exist for the chilled-water loop variables of sys-
tems with variable-speed chilled-water pumps and air handler fans.
For instance, increasing the chilled-water set point reduces chiller
power but increases pump power because greater flow is needed to
meet the load. Increasing the supply air set point increases fan
power, but decreases pump power.

Figure 5 illustrates the sensitivity of the total power consumption
to condenser water-loop controls (from Braun et al. 1989a) for a sin-
gle chiller load, ambient wet-bulb temperature, and chilled-water
supply temperature. Contours of constant power consumption are
plotted versus cooling tower fan and condenser water pump speed
for a system with variable-speed fans and pumps. Near the opti-
mum, power consumption is not sensitive to either of these control
variables, but increases significantly away from the optimum. The
rate of increase in power consumption is particularly large at low
condenser pump speeds. A minimum pump speed is necessary to
overcome the static pressure associated with the height of the water
discharge in the cooling tower above the sump. As the pump speed
approaches this value, condenser flow approaches zero and chiller
power increases dramatically. A pump speed that is too high is gen-
erally better than one that is too low. The broad area near the opti-
mum indicates that, for a given load, the optimal setting does not
need to be accurately determined. However, optimal settings change
significantly when there are widely varying chiller loads.

Figure 6 illustrates the sensitivity of power consumption to
chilled-water and supply air set-point temperatures for a system
with variable-speed chilled-water pumps and air handler fans (from
Braun et al. 1989a). Within about 2 K of the optimum values, the
power consumption is within 1% of the minimum. Outside this
range, sensitivity to the set points increases significantly. The pen-
alty associated with operation away from the optimum is greater in
the direction of smaller differences between the supply air and
chilled-water set points. As this temperature difference is reduced,
the required flow of chilled water to this coil increases and the
chilled-water pumping power is greater. For a given chilled-water or
supply air temperature, the temperature difference is limited by the
heat transfer characteristics of the coil. As this limit is approached,
the required water flow and pumping power would become infinite
if the pump speed were not constrained. It is generally better to have
too large rather than too small a temperature difference between the
supply air and chilled-water set points. 

For constant chilled-water flow, the tradeoffs in energy use with
chilled-water set point are very different than for variable-flow sys-
tems. Increasing the chilled-water set point reduces chiller power
consumption, but has little effect on chilled-water pumping energy.
Therefore, the benefits of chilled-water temperature reset are more
significant than for variable-flow systems (although variable-flow
systems use less energy). For constant chilled-water flow, the min-
imum-cost strategy is to raise the chilled-water set point to the high-
est value that will keep all discharge air temperatures at their set
points and keep zone humidities within acceptable bounds.

For constant-volume (CAV) air-handling systems, the tradeoffs
in energy use with supply air set point are also very different than for

Fig. 5 Example Power Contours for
Condenser-Loop Control Variables

Fig. 5 Example Power Contours for
Condenser-Loop Control Variables
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variable air volume systems. Increasing the supply air set point for
cooling reduces both the cooling load and reheat required, but does
not change fan energy. Again, the benefits of supply air temperature
reset for CAV systems are more significant than for VAV systems
(although VAV systems use less energy). In general, the set point for
a CAV system should be set at the highest value that will keep all
zone temperatures at their set points and all humidities within
acceptable limits.

In addition to the set points used by local-loop controllers, a
number of operational modes can affect performance. For instance,
significant energy savings are possible when a system is properly
switched over to an economizer cycle. At the onset of economizer
operation, return dampers are closed, outside dampers are opened,
and the maximum possible outside air is supplied to cooling coils.
Two different types of switchover are typically used: (1) dry-bulb
and (2) enthalpy. With a dry-bulb economizer, the switchover occurs
when the ambient dry-bulb temperature is less than a specified
value, typically between 13 and 18°C. With an enthalpy econo-
mizer, the switchover happens when the outdoor enthalpy (or wet-
bulb temperature) is less than the enthalpy (or wet-bulb tempera-
ture) of the return air. Although the enthalpy economizer yields
lower overall energy consumption, it requires wet-bulb temperature
or dry-bulb and relative humidity measurements.

Another important operation mode is the sequencing of chillers
and pumps. Sequencing defines the order and conditions associated
with bringing equipment online or offline. Optimal sequencing
depends on the individual design and part-load performance char-
acteristics of the equipment. For instance, more-efficient chillers
should generally be brought online before less-efficient ones. Fur-
thermore, the conditions where chillers and pumps should be
brought online depend on their performance characteristics at part-
load conditions.

Figure 7 shows the optimal system performance (i.e., optimal
set-point choices) for different combinations of chillers and fixed-
speed pumps in parallel as a function of load relative to the design
load for a given ambient wet-bulb temperature. For this system
(from Braun et al. 1989a), each component (chillers, chilled-water
pumps, and condenser water pumps) in each parallel set is identical
and sized to meet half of the design requirements. The best perfor-
mance occurs at about 25% of the design load with one chiller and
pump operating. As the load increases, the system COP decreases
because of decreasing chiller COP and a nonlinear increase in the
power consumption of cooling tower and air handler fans. A second

Fig. 6 Example Power Contours for Chilled Water and Sup-
ply Air Temperatures

Fig. 6 Example Power Contours for Chilled Water and 
Supply Air Temperatures
chiller should be brought online at the point where the overall COP
of the system is the same with or without the chiller. For this system,
this optimal switch point occurs at about 38% of the total design
load or about 75% of the individual chiller’s capacity. The optimal
switch point for bringing a second condenser and chilled-water
pump online occurs at a much higher relative chilled load (0.62)
than the switch point for adding or removing a chiller (0.38). How-
ever, pumps are typically sequenced with chillers (i.e., they are
brought online together). In this case, Figure 7 shows that the opti-
mal switch point for bringing a second chiller online (with pumps)
is about 50% of the overall design load or at the design capacity of
the individual chiller. This is generally the case for sequencing chill-
ers with dedicated pumps. 

In most cases, zone humidities are allowed to float between upper
and lower limits dictated by comfort (see Chapter 8, Thermal Com-
fort, of the 2001 ASHRAE Handbook—Fundamentals). However,
VAV systems can control the zone humidity and temperature simul-
taneously. For a zone being cooled, the equipment operating costs
are minimized when the zone temperature is at the upper bound of
the comfort region. However, operating simultaneously at the upper
limit of humidity does not minimize operating costs. Figure 8 shows
a comparison of system COP and zone humidity associated with
fixed and free-floating zone humidity as a function of the relative
load (from Braun et al. 1989a). Over the range of loads, allowing the
humidity to float within the comfort zone produces a lower cost and
zone humidity than setting the humidity at the highest acceptable
value. The largest differences occur at the highest loads. Operation
with the zone at the upper humidity bound results in lower latent
loads than with a free-floating humidity, but this humidity control
constraint requires a higher supply air temperature, which in turn
results in greater air handler power consumption. For minimum
energy costs, the humidity should be allowed to float freely within
the bounds of human comfort.

Effects of Load and Ambient Conditions on 
Optimal Supervisory Control

When the ratio of individual zone loads to total load does not
change significantly with time, the optimal control variables are
functions of the total sensible and latent gains to the zones and of the
ambient dry- and wet-bulb temperatures. For systems with wet cool-
ing towers and climates where moisture is removed from condi-
tioned air, the effect of the ambient dry-bulb temperature alone is
small because air enthalpy depends primarily on wet-bulb tempera-
ture, and the performance of wet-surface heat exchangers is driven

Fig. 7 Effect of Chiller and Pump Sequencing
on Optimal Performance

Fig. 7 Effect of Chiller and Pump Sequencing
on Optimal Performance
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primarily by the enthalpy difference. Typically, zone latent gains are
on the order of 15 to 25% of the total zone gains, and the effect of
changes in latent gains have a relatively small effect on performance
for a given total load. Consequently, in many cases optimal super-
visory control variables depend primarily on ambient wet-bulb
temperature and total chilled-water load. However, load distribu-
tions between zones may also be important if they change signifi-
cantly over time.

Generally, optimal chilled-water and supply air temperatures
decrease with increasing load for a fixed ambient wet-bulb temper-
ature and increase with increasing ambient wet-bulb temperature
for a fixed load. Furthermore, optimal cooling tower airflow and
condenser water flow rates increase with increasing load and ambi-
ent wet-bulb temperature.

Performance Comparisons for 
Supervisory Control Strategies

Optimization of plant operation is most important when loads
vary and when operation is far from design conditions for a sig-
nificant period. Various strategies are used for chilled-water sys-
tems at off-design conditions. Commonly, the chilled-water and
supply air set-point temperatures are changed only according to the
ambient dry-bulb temperature. In some systems, cooling tower air-
flow and condenser water flow are not varied in response to changes
in the load and ambient wet-bulb temperature. In other systems
these flow rates are controlled to maintain constant temperature dif-
ferences between the cooling tower outlet and the ambient wet-bulb
temperature (approach) and between the cooling tower inlet and
outlet (range), regardless of the load and wet-bulb temperature.
Although these strategies seem reasonable, they do not generally
minimize operating costs.

Figure 9 shows a comparison of the COPs for optimal control
and three alternative strategies as a function of load for a fixed ambi-
ent wet-bulb temperature. This system (from Braun et al. 1989a)
incorporated the use of variable-speed pumps and fans. The three
strategies are

• Fixed chilled-water and supply air temperature set points (4.5 and
11°C, respectively), with optimal condenser-loop control

• Fixed tower approach and range (3 and 6.5 K, respectively), with
optimal chilled-water loop control

• Fixed set points, approach, and range

Fig. 8 Comparison of Free-Floating and Fixed Humidity

Fig. 8 Comparison of Free-Floating and Fixed Humidity

Because the fixed values were chosen to be optimal at design

conditions, the differences in performance for all strategies are min-
imal at high loads. However, at part-load conditions, Figure 9 shows
that the savings associated with the use of optimal control can
become significant. Optimal control of the chilled-water loop
results in greater savings than that for the condenser loop for part-
load ratios less than about 50%. The overall savings over a cooling
season depend on the time variation of the load. If the cooling load
is relatively constant and near the design load, fixed values of tem-
perature set points, approach, and range could be chosen to give
near-optimal performance. However, for typical building loads with
significant daily and seasonal variations, the penalty for using a
fixed set-point control strategy is in the range of 5 to 20% of the
cooling system energy.

Even greater energy savings are possible with economizer con-
trol and discharge air temperature reset with constant-volume sys-
tems. Kao (1985) investigated the effect of different economizer and
supply air reset strategies on both heating and cooling energy use for
CAV, VAV, and dual-duct air handling systems for four different
buildings. The results indicated that substantial improvements in a
building’s energy use may be obtained.

Variable- Versus Fixed-Speed Equipment
Using variable-speed motors for chillers, fans, and pumps can

significantly reduce energy costs but can also complicate the prob-
lem of determining optimal control. The overall savings from using
variable-speed equipment over a cooling season depend on the time
variation of the load. Typically, using variable-speed drives results
in operating costs that are 20 to 50% lower than for equipment with
fixed-speed drives.

Figure 10 gives the overall optimal system performance for a cool-
ing plant with either variable-speed or fixed-speed, variable-vane
control of a centrifugal chiller. At part-load conditions, the system
COP associated with using a variable-speed chiller is improved as
much as 25%. However, the power requirements are similar at con-
ditions associated with peak loads, because at full load the vanes are
wide open and the speed under variable-speed control and fixed-
speed operation is the same. The results of Figure 10 are from a single
case study of a large chilled-water facility at the Dallas/Ft. Worth Air-
port (Braun et al. 1989a), constructed in the mid-1970s, where the
existing chiller was retrofitted with a variable-speed drive. Differ-
ences in performance between variable- and fixed-speed chillers may
be smaller for current equipment.

Fig. 9 Comparisons of Optimal Control with
Conventional Control Strategies

Fig. 9 Comparisons of Optimal Control with
Conventional Control Strategies
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The most common design for cooling towers places multiple
tower cells in parallel with a common sump. Each tower cell has a
fan with one, two, or possibly three operating speeds. Although
multiple cells with multiple fan settings offer wide flexibility in con-
trol, the use of variable-speed tower fans can provide additional
improvements in overall system performance. Figure 11 shows an
example comparison of optimal performance for single-speed, two-
speed, and variable-speed tower fans as a function of load for a
given wet-bulb temperature for a system with four cells (Braun et al.
1989a). The variable-speed option results in higher COP under all
conditions. In contrast, for discrete fan control, the tower cells are
isolated when their fans are off and the performance is poorer.
Below about 70% of full-load conditions, there is a 15% difference
in total energy consumption between single-speed and variable-
speed fans. Between two-speed and variable-speed fans, the differ-
ences are much smaller, about 3 to 5% over the entire range.

Fixed-speed pumps that are sized to give proper flow to a chiller
at design conditions are oversized for part-load conditions. Thus,
the system will have higher operating costs than with a variable-
speed pump of the same design capacity. Multiple pumps with dif-
ferent capacities have increased flexibility in control, and using a
smaller fixed-speed pump for low loads can reduce overall power
Fig. 10 Example of Optimal Performance for
Variable- and Fixed-Speed Chillers

Fig. 10 Example of Optimal Performance for
Variable- and Fixed-Speed Chillers

Fig. 11 Example Comparison of One-Speed, Two-Speed, and
Variable-Speed Fans for Four-Cell Cooling Tower

Fig. 11 Example Comparison of One-Speed, Two-Speed, and 
Variable-Speed Fans for Four-Cell Cooling Tower
consumption. The optimal performance for variable-speed and
fixed-speed pumps applied to both the condenser and chilled-water
flow loops is shown in Figure 12 (Braun et al. 1989a). Large fixed-
speed pumps were sized for design conditions; the small pumps
were sized to have one-half the flow capacity of the large pumps.
Below about 60% of full-load conditions, a variable-speed pump
showed a significant improvement over the use of a single, large
fixed-speed pump. With the addition of a small fixed-speed pump,
the improvements with the variable-speed pump were significant at
about 40% of the maximum load.

The fan energy consumed by VAV systems is strongly influenced
by the device used to vary the airflow. Brothers and Warren (1986)
compared the fan energy consumption for three typical flow modu-
lation devices: (1) dampers on the outlet side of the fan, (2) inlet
vanes on the fan, and (3) variable-speed control of the fan motor. The
investigation used the DOE 2.1 (Winkelman et al. 1993) program to
simulate the annual energy consumption of a 1000 m2 commercial
building with a VAV system that used these three flow-control meth-
ods. The VAV system used an enthalpy economy cycle and provided
cooling only during working hours, 7 A.M. to 5 P.M., five days a
week. The analysis was performed for five cities: Fresno, CA; Ft.
Worth, TX; Miami, FL; Phoenix, AZ; and Washington, D.C. Both
centrifugal and vane-axial fans were considered, even though damp-
ers are not usually used with vane-axial fans because they may over-
load the fan motor. In all locations, the centrifugal fan used less
energy than the vane-axial fan. Vane-axial fans have higher efficien-
cies at the full-load design point, but centrifugal fans have better off-
design characteristics that lead to lower annual energy consumption.
For a centrifugal fan, inlet vane control saved about 20% of the
energy (over the five locations) compared to damper control. Vari-
able-speed control savings, compared to inlet vane control, ranged
from 42% for Miami to 65% for Washington, D.C., with an average
savings of 57% over the five locations.

OPTIMIZING CONTROLS FOR COOLING 
SYSTEMS WITH STORAGE

Using a thermal storage system allows part or all of the cooling
load to be shifted from on-peak to off-peak hours. As described in
Chapter 34, Thermal Storage, there are several possible storage
media and system configurations. Figure 13 depicts a generic stor-
age system coupled to a cooling system and a building load. The
storage medium could be ice, chilled water, or the building structure
itself (termed building thermal mass). In ice storage, the cooling
Fig. 12 Example Comparison of Variable- and
Fixed-Speed Pumps

Fig. 12 Example Comparison of Variable- and
Fixed-Speed Pumps
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equipment charges (operates at low temperatures to make ice) dur-
ing unoccupied periods when the cost of electricity is low. During
times of occupancy and higher electric rates, the ice is melted (stor-
age discharging) as the storage meets part of the building load in
combination with the primary cooling equipment. In building struc-
ture storage, the building is the storage medium and the charging
and discharging are accomplished by adjusting space temperatures
over a relatively narrow range.

Utility incentives encouraging use of thermal storage are gener-
ally in the form of time-varying energy and peak demand charges.
The commercial consumer is charged more for energy during the
daytime period and is also levied an additional charge each month
based on the peak power consumption during the on-peak period.
These incentives can be significant, depending on location, and are
the most important factor affecting optimal control strategy for sys-
tems with thermal storage. 

The primary control variables for the thermal storage systems
depicted in Figure 13 are (1) the rate of energy removal from storage
by the cooling system (charging rate) and (2) the rate of energy addi-
tion because of the load (discharging rate). Determining the optimal
charging and discharging rates differs considerably from determin-
ing optimal set points for cooling plants that do not have storage.
With thermal storage, control decisions (i.e., charging and discharg-
ing rates) determined for the current hour affect costs and control
decisions for several hours in the future. Optimal control of thermal
storage systems involves finding a sequence of charging and dis-
charging rates that minimizes the total cost of providing cooling
over an extended period of time, such as a day, and requires fore-
casting and application of dynamic optimization techniques. Con-
straints include limits on charging and discharging rates. The
optimal control sequence results from tradeoffs between the costs of
cooling the storage during off-peak hours and the cost of meeting
the load during on-peak hours. In the absence of any utility incen-
tives to use electricity at night, the optimal control would generally
minimize the use of storage. For an ice storage system, this is pri-
marily because the cooling equipment operates less efficiently
while charging at low temperatures. For building thermal mass sys-
tems, this is because precooling increases heat gains from the ambi-
ent to the building.

Online optimal control of thermal storage is rarely implemented
because of the high initial costs associated with sensors (e.g.,
power) and software implementation. However, heuristic control
strategies have been developed that provide near-optimal perfor-
mance under most circumstances. The following sections provide
background on developing control strategies for ice storage and

Fig. 13 Generic Storage System for Cooling

Fig. 13 Generic Storage System for Cooling
building thermal mass. Detailed descriptions of some specific con-
trol strategies are given in the Supervisory Control Strategies and
Tools section of this chapter.

Ice Storage
This section emphasizes ice storage applications, although much

of the information applies to chilled-water storage as well. Figure
14 shows a schematic of a typical ice storage system. The system
consists of one or more chillers, cooling tower cells, condenser
water pumps, chilled-water/glycol distribution pumps, ice storage
tanks, and valves for controlling charging and discharging modes of
operation. Ice is made at night and used during the day to provide
part of a building’s cooling requirements; the storage is not sized to
handle the full on-peak load requirement on the design day. Typi-
cally, in a load-leveling scheme, the storage and chiller capacity are
sized such that chiller operates at full capacity during the on-peak
period on the design day.

Typical modes of operation for the system in Figure 14 are as
follows:

• Storage charging mode: Typically, charging (i.e., ice making)
only occurs when the building is unoccupied and off-peak electric
rates are in effect. In this mode, the load bypass valve V-2 is fully
closed to the building cooling coils, the storage control valve V-1
is fully open to the ice storage tank (the total chilled-water/glycol
flow is through the tank), and the chiller produces low tempera-
tures (e.g., –7°C) sufficient to make ice within the tank.

• Storage discharging mode: Discharging of storage (i.e., ice
melting) only occurs when the building is occupied. In this mode,
valve V-2 is open to the building cooling coils and valve V-1 mod-
ulates the mixture of flows from the storage tank and chiller to
maintain a constant supply temperature to the building cooling
coils (e.g., 3°C). Individual valves at the cooling coils modulate
their chilled-water/glycol flow to maintain supply air tempera-
tures to the zones.

• Direct chiller mode: The chiller may operate to meet the load
directly without using storage during the occupied mode (typi-
cally when off-peak electric rates are in effect). In this mode,
valve V-1 is fully closed with respect to the storage tank.

For a typical partial-storage system, the storage meets only a por-
tion of the on-peak cooling loads on the design day and the chiller
operates at capacity during the on-peak period. Thus, the peak
power is limited by the capacity of the chiller. For off-design days,
there are many different control strategies that meet the building’s
cooling requirements. However, each method has a different overall
operating cost.

The best control strategy for a given day is a function of several
factors, including utility rates, load profile, chiller characteristics,
storage characteristics, and weather. For a utility rate structure that
includes both time-of-use energy and demand charges, the optimal
strategy can depend on variables that extend over a monthly time

Fig. 14 Schematic of an Ice Storage System

Fig. 14 Schematic of an Ice Storage System
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scale. Consider the charges typically associated with electrical use
within a building. The first charge is the total cost of energy use
for the building over the billing period, which is usually a month.
Typically, the energy cost rate varies according to time of use, with
high rates during the daytime on weekdays and low costs at night and
on weekends. The second charge, the building demand cost, is the
product of the peak power consumption during the billing period and
the demand cost rate for that stage. The demand cost rate can also
vary with time of day, with higher rates for on-peak periods. To deter-
mine a control strategy for charging and discharging storage that min-
imizes utility costs for a given system, it is necessary to perform a
minimization of the total cost over the entire billing period because of
the demand charge. An even more complicated cost optimization
results if the utility rate includes ratchet clauses, whereby the demand
charge is the maximum of the monthly peak demand cost and some
fraction of the previous monthly peak demand cost within the cooling
season. In either case, it is not worthwhile to perform an optimization
over time periods longer than those for which reliable forecasts of
cooling requirements or ambient conditions could be performed
(e.g., 1 day). It is therefore important to have simple control strategies
for charging and discharging storage over a daily cycle.

The following control strategies for limiting cases provide fur-
ther insight:

• If the demand cost rate is zero and the energy cost rate does not
vary with time, minimizing cost is equivalent to minimizing total
electrical energy use. In general, cooling plant efficiency is much
lower when it is being used to make ice than when it is providing
cooling for the building. Thus, in this case, the optimal strategy
for minimum energy use minimizes the use of storage. Although
this may seem like a trivial example, the most common control
strategy in use today for partial ice storage systems, chiller-prior-
ity control, attempts to minimize the use of storage.

• If the demand cost rate is zero but energy costs are higher during
on-peak than off-peak periods, minimizing cost then involves
tradeoffs between energy use and energy cost rates. For relatively
small differences between on-peak and off-peak rates of less than
about 30%, energy penalties for ice making typically outweigh
the effect of reduced rates, and chiller-priority control is optimal
for many cases. However, with higher differentials between on-
peak and off-peak energy rates or with chillers having smaller
charging-mode energy penalties, the optimal strategy might
maximize the use of storage. A control strategy that attempts to
maximize the load-shifting potential of storage is called storage-
priority control; in this scheme, the chiller operates during the
off-peak period to fully charge storage. During the on-peak
period, storage is used to cool the building in a manner that min-
imizes use of the chiller(s). Partial-storage systems that use stor-
age-priority control strategies require forecasts for building
cooling requirements to avoid prematurely depleting storage.

• If only on-peak demand costs are considered, then the optimal
control strategy tends to maximize the use of storage and controls
the discharge of storage in a manner to always minimize the peak
building power. A storage-priority, demand-minimization control
strategy for partial-storage systems requires both cooling load
and noncooling electrical use forecasts.

A number of control strategies based on these three simple lim-
iting cases have been proposed for ice storage systems (Braun
1992; Drees and Braun 1996; Grumman and Butkus 1988; Rawl-
ings 1985; Spethmann 1989; Tamblyn 1985). Braun (1992) appears
to have been the first to evaluate the performance of chiller-priority
and storage-priority control strategies as compared with optimal
control. The storage-priority strategy was termed load-limiting
control because it attempts to minimize the peak cooling load dur-
ing the on-peak period. For the system considered, the load-limit-
ing strategy provided near-optimal control in terms of demand
costs in all cases and worked well with respect to energy costs
when time-of-day energy charges were available. However, the
scope of the study was limited in terms of the systems considered.

Krarti et al. (1996) evaluated chiller-priority and storage-prior-
ity control strategies as compared with optimal control for a wide
range of systems, utility rate structures, and operating conditions.
Similar to Braun (1992), they concluded that load-limiting, stor-
age-priority control provides near-optimal performance when
there are significant differentials between on-peak and off-peak
energy and demand charges. However, optimal control provides
superior performance in the absence of time-of-day incentives. In
general, the monthly utility costs associated with chiller-priority
control were significantly higher than optimal and storage-priority
control. However, without time-of-use energy charges, chiller-
priority control did provide good performance for individual days
when the daily peak power was less than the monthly peak. Drees
and Braun (1996) developed a simple rule-based control strategy
that combines elements of storage-priority and chiller-priority
strategies in a way that results in near-optimal performance under
all conditions. The strategy was derived from heuristics obtained
through both daily and monthly optimization results for several
simulated systems. A modified version of this strategy is pre-
sented in the Supervisory Control Strategies and Tools section of
this chapter.

Building Thermal Mass
For conventional night setup strategies, the assumption is that

building mass works to increase operating costs. A massless build-
ing would require no time for precooling or preheating and would
have lower overall cooling or heating loads than an actual build-
ing. However, under proper circumstances, using a building’s ther-
mal storage for load shifting can significantly reduce operational
costs, even though the total zone loads may increase.

At any given time, the cooling requirement for a space is because
of convection from internal gains (lights, equipment, and people)
and interior surfaces. Because a significant fraction of the internal
gain is radiated to interior surfaces, the state of a building’s thermal
storage and the convective coupling dictates the cooling require-
ment. Precooling the building during unoccupied times reduces the
overall convection from exposed surfaces during the occupied
period as compared with night setup control and can reduce daytime
cooling requirements. The potential for storing thermal energy
within the structure and furnishings of conventional commercial
buildings is significant when compared to the load requirements.
Typically, internal gains are about 30 to 75 W per m2 of floor space.
The thermal capacity for typical concrete building structures is
approximately 40 to 80 W·h/K per square metre of floor area. Thus,
for an internal space, the energy storage can handle the load for
about 1 h for every 0.5 K of precooling of the thermal mass.

Opportunities for reducing operating costs through use of build-
ing thermal mass for cooling derive from four effects: (1) reduc-
tion in demand costs, (2) use of low-cost off-peak electrical energy,
(3) reduced mechanical cooling from the use of cool nighttime air
for ventilation precooling, and (4) improved mechanical cooling
efficiency from increased operation at more favorable part-load
and ambient conditions. However, these benefits must be balanced
with the increase in total cooling requirement that occurs with pre-
cooling the thermal mass. Therefore, the savings associated with
load shifting and demand reductions depend on both the method of
control and the specific application.

Several simulation studies have been performed that demonstrate
a substantial benefit to precooling buildings in terms of cost savings
and peak cooling load reduction (Brandemuehl and Andresen 1992;
Braun 1990; Rabl and Norford 1991; Snyder and Newell 1990).
Possible energy savings ranged from 0 to 25%; possible reductions
in the total building peak electrical demand ranged from 15 to 50%
compared with conventional control. The results can be sensitive to
the convective coupling between the air and the thermal mass, and
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the mass of the furnishings may be important (Andresen and Bran-
demuehl 1992).

Determining the optimal set of building temperatures over time
that minimizes operating costs is complex. Keeney and Braun
(1996) developed a simplified approach for determining optimal
control of building thermal mass using two optimization variables
for the precool period and a set of rules for the occupied period of
each day. This approach significantly reduces the computation
required for determining the optimal control as compared with con-
sidering hourly zone set points as optimization variables. Results of
the simplified approach compared well with those of detailed opti-
mizations for a range of systems (over 1000 different combinations
of building types, weather conditions, cooling plants, and utility
rates).

Morris et al. (1994) performed a set of experiments using a test
facility at the National Institute of Standards and Technology
(NIST) to demonstrate the potential for load shifting and load lev-
eling when control was optimized. Two different control strategies
were considered: (1) minimum cooling system energy use and (2)
minimum peak cooling system electrical demand. The two strate-
gies were implemented in the test facility and compared with night
setup control. Figure 15 shows the 24 h time variation in the cooling
requirement for the test facility allowed to reach a steady-periodic
condition for both the minimum energy use strategy and conven-
tional night setup control. The results indicate a significant load
shifting potential for the optimal control. Overall, the cooling
requirements during the occupied period were approximately 40%
less for optimal than for night setup control.

Comfort conditions were also monitored for the tests. Figure 16
gives the time variation of predicted mean vote (PMV) for the two
control strategies as determined from measurements at the facility.
A PMV of zero is a thermally neutral sensation, positive is too
warm, and negative too cool. In the region of ±0.5, comfort is not
compromised to any significant extent. Figure 16 shows that the
comfort conditions were essentially identical for the two control
methods during the occupied period. The space temperature, which
has the dominant effect on comfort, was maintained at 24°C during
the occupied period for both control methods. During the unoccu-
pied period, the cooling system was off for night setup control and
the temperature floated to warm comfort conditions. On the other
hand, the optimal controller precooled the space, resulting in cool
comfort conditions before occupancy. During these tests, the mini-
Fig. 15 Comparison of Cooling Requirements for Minimum
Energy and Night Setup Control
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mum space temperature during precooling was 20°C, and the space
temperature set point was raised to 24°C just before occupancy.

Figure 17 shows the 24 h time variation in the cooling require-
ment for the test facility for both the minimum peak demand strat-
egy and conventional night setup. Optimal control involved
precooling the structure and adjusting the space temperatures within
the comfort zone (–0.5 < PMV < 0.5) during the occupied period to
achieve the minimum demand. Although the true minimum was not
achieved during the tests, the peak cooling rate during the occupied
period was approximately 40% less for minimum peak demand con-
trol than for night setup control.

Morris et al. (1994) demonstrated significant savings potential
for control of building thermal mass; however, they also showed that
the cost savings are very sensitive to the application, operating con-
ditions, and method of control. For example, an investigation into
the effect of precooling on the on-peak cooling requirements for an
existing building (which may not have been a good candidate for use
of building thermal storage) showed only a 10% reduction in the
Fig. 16 Comparison of Predicted Mean Vote (PMV) for Min-
imum Energy and Night Setup Control
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Fig. 17 Comparison of Cooling Requirements for Minimum
Demand and Night Setup Control
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(Morris et al. 1994)
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cooling energy required during the occupied period, with a substan-
tial increase in the total cooling required and no reduction in the
peak cooling requirement (Ruud et al. 1990). System simulations
can be used to identify (1) whether the system is a good candidate
for using building thermal mass and (2) an effective method for con-
trol, before implementing a strategy in a particular building.

Keeney and Braun (1997) used system simulation to develop a
control strategy that was then tested in a large commercial building
located northwest of Chicago. The goal of the control strategy was
to use building thermal mass to limit the peak cooling load for con-
tinued building operation in the event of the loss of one of the four
central chiller units. The algorithm was tested using two nearly
identical buildings separated by a large, separately cooled entrance
area. The east building used the existing building control strategy;
the west building used the precooling strategy developed for this
project. The precooling control strategy successfully limited the
peak load to 75% of the cooling capacity for the west building,
whereas the east building operated at 100% of capacity. Details of
the strategy and case study results are presented in the Supervisory
Control Strategies and Tools section of this chapter.

Braun et al. (2001) used on-site measurements from the same
building used by Keeney and Braun (1997) to train site-specific
models that were then used to develop site-specific control strate-
gies for using building thermal mass and to evaluate the possible
cost savings of these strategies. The building is an excellent candi-
date for using building thermal mass because it has (1) a large dif-
ferential between on-peak and off-peak energy rates (about a 2-to-1
ratio), (2) a large demand charge (about $16/kW), (3) a heavy struc-
ture with significant exposed mass, and (4) cooling loads that are
dominated by internal gains, leading to a high storage efficiency.
The model underpredicted the total HVAC bill by about 5% but
worked well enough to be used in comparing the performance of
alternative control strategies.

Table 2 gives estimates of cooling-related costs and savings over
the course of three summer months for different control strategies.
The light precool and moderate precool strategies are simple strat-
egies that precool the building at a fixed set point of 19.5°C before
occupancy and then maintain a fixed discharge set point in the mid-
dle of the comfort range (23°C) during occupancy. The light precool
begins at 3 A.M. whereas moderate precool starts at 1 A.M. The
extended precool strategy attempts to maintain the cooled thermal
mass until the onset of the on-peak period. In this case, the set point
at occupancy is maintained at the lower limit of comfort (20.5°C)
until the on-peak period begins at 10 A.M. At this point, the set point
is raised to the middle of the comfort range (23°C). The other strat-
egies use the extended precooling, but the entire comfort range is
used throughout the on-peak, occupied period. The maximum dis-
charge strategy attempts to discharge the mass as quickly as possible
after the on-peak period begins. In this case, the set point is raised to
the upper limit of comfort within an hour after the on-peak period
begins. The slow linear rise strategy raises the set point linearly over

Table 2 Cooling Season Energy, Demand, and Total Costs and 
Savings Potential of Different Building Mass Control Strategies

Strategy

Costs in U.S. Dollars Savings,
%Energy Demand Total

Night setup $90 802 $189 034 $279 836 0.0
Light precool $84 346 $147 581 $231 928 17.1
Moderate precool $83 541 $143 859 $227 400 18.7
Extended precool $81 715 $134 551 $216 266 22.7
Maximum discharge $72 638 $ 91 282 $163 920 41.4
Two-hour linear rise $72 671 $ 91 372 $164 043 41.4
Four-hour linear rise $73 779 $115 137 $188 916 32.5
Nine-hour linear rise $77 095 $141 124 $218 219 22.0

Source: Braun et al. (2001).
Note: Building located in Chicago, IL.
the entire on-peak, occupied period (9 h in this case), whereas the
fast linear rise strategy raises the set point over 4 h.

The strategies that do not use the entire comfort range during the
occupied period (light precool, moderate precool and extended pre-
cool) all provided about 20% savings compared to night setup. Each
of these strategies reduced both energy and demand costs, but the
demand costs and reductions were significantly greater than the
energy costs and savings. The decreases in energy costs were due to
favorable on-to-off peak energy rate ratios of about 2 to 1. The high
on-peak demand charges provided even greater incentives for pre-
cooling. The savings increased with the length of the precooling
period, particularly when precooling was performed close to the
onset of on-peak rates. The maximum discharge strategy, which
maximizes discharge of the thermal storage within the structure,
provided the largest savings (41%). Much of the additional savings
came from reduced demand costs. The linear rise strategies also pro-
vided considerable savings with greater savings associated with
faster increases in the set point temperature.

SUPERVISORY CONTROL 
STRATEGIES AND TOOLS

COOLING TOWER FAN CONTROL

Figure 18 shows a schematic of the condenser loop for a typical
chilled-water unit consisting of centrifugal chillers, cooling towers,
and condenser water pumps. Typically, the condenser water pump
control is dedicated to the chiller control to provide relatively con-
stant flow for individual chillers. However, the cooling tower cells
may be independently controlled to maximize system efficiency.

Typically, cooling tower fans are controlled using a feedback
controller that attempts to maintain a temperature set point for the
water supplied to the chiller condensers. Often, the condenser water
supply temperature set point is held constant. However, a better
strategy is to maintain a constant temperature difference between
the condenser water supply and the ambient wet bulb (constant
approach). Additional savings are possible through optimal control.

With a single feedback controller, the controller output signal
must be converted to a specific fan sequence that depends on the
number of operating cells and the individual fan speeds. Typically,
with the discrete control associated with one- or two-speed tower
fans, the set point cannot be realized, resulting in the potential for
oscillating tower fan control. Fan cycling can be reduced through
Fig. 18 Condenser Water Loop Schematic

Fig. 18 Condenser Water Loop Schematic
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the use of deadbands, “sluggish” control parameters, and/or lower
limits for on and off periods.

Braun and Diderrich (1990) demonstrated that feedback control
for cooling tower fans could be eliminated by using an open-loop
supervisory control strategy. This strategy requires only measuring
chiller loading to specify the control and is inherently stable. The
tower fan control is separated into two parts: tower sequencing and
optimal airflow. For a given total tower airflow, general rules for
optimal tower sequencing are used to specify the number of operat-
ing cells and fan speeds that give the minimum power consumption
for both the chillers and tower fans. The optimal tower airflow is
estimated with an open-loop control equation that uses design infor-
mation for the cooling tower and chiller. This computational proce-
dure is presented in this section and the control strategy is
summarized in a set of steps and sample calculations.

Near-Optimal Tower Fan Sequencing

For variable-speed fans, minimum power consumption results
when all cooling tower cells are operated under all conditions.
Tower airflow varies almost linearly with fan speed, whereas the fan
power consumption varies approximately with the cube of the
speed. Thus, for the same total airflow, operating more cells in par-
allel allows for lower individual fan speeds and lower overall fan
power consumption. An additional benefit associated with full-cell
operation is lower water pressure drops across the spray nozzles,
which results in lower pumping power requirements. However, at
very low pressure drops, inadequate spray distribution may ad-
versely affect the thermal performance of the cooling tower.

Most cooling towers use multiple-speed rather than continuously
adjustable variable-speed fans. In this case, it is not optimal to oper-
ate all tower cells under all conditions. The optimal number of cells
operating and individual fan speeds depend on the system charac-
teristics and ambient conditions. However, simple relationships
exist for the best sequencing of cooling tower fans as capacity is
added or removed. When additional tower capacity is required,
Braun et al. (1989a) showed that, in almost all practical cases, the
speed of the tower fan operating at the lowest speed (including fans
that are off) should be increased first. The rules for bringing cell fans
online are as follows:

Sequencing Rules

• All variable-speed fans: Operate all cells with fans at equal speeds.
• Multiple-speed fans: Activate lowest-speed fans first when add-

ing tower capacity. Reverse for removing capacity.
• Variable/multiple-speed fans: Operate all cells with variable-

speed fans at equal speeds. Activate lowest-speed fans first when
adding tower capacity with multiple-speed fans. Add multiple-
speed fan capacity when variable-speed fan speeds match the fan
speed associated with the next multiple-speed fan increment to be
added.

Similarly, for removing tower capacity, the highest fan speeds are
the first to be reduced and sequences defined here are reversed.

These guidelines were derived by evaluating the incremental
power changes associated with fan sequencing. For two-speed fans,
the incremental power increase associated with adding a low-speed
fan is less than that for increasing one to high speed if the low
speed is less than 79% of the high fan speed. In addition, if the low
speed is greater than 50% of the high speed, then the incremental
increase in airflow is greater (and therefore thermal performance is
better) for adding the low-speed fan. Most commonly, the low speed
of a two-speed cooling tower fan is between one-half and three-
quarters of full speed. In this case, tower cells should be brought
on-line at low speed before any operating cells are set to high speed.
Similarly, the fan speeds should be reduced to low speed before any
cells are brought offline.
For three-speed fans, low speed is typically greater than or
equal to one-third of full speed, and the difference between the
high and intermediate speeds is equal to the difference between the
intermediate and low speeds. In this situation, the best sequencing
strategy is to activate the lowest fan speeds first when adding tower
capacity and deactivate the highest fan speeds first when removing
capacity. Typical three-speed combinations that satisfy these crite-
ria are (1) one-third, two-thirds, and full speed or (2) one-half,
three-quarters, and full speed.

Another issue related to control of multiple cooling tower cells
with multiple-speed fans concerns the distribution of water flow to
the individual cells. Typically, water flow is divided equally among
the operating cells. Even though the overall thermal performance of
the cooling tower is best when the flow is divided such that the ratio
of water-to-airflow rates is identical for all cooling tower cells,
equal water flow distribution results in near-optimal performance.

Near-Optimal Tower Airflow
Figure 19 illustrates the tradeoff between the chiller and cooling

tower fan power associated with increasing tower airflow for vari-
able-speed fans. As the airflow increases, the fan power increases
with a cubic relationship. At the same time, there is a reduction in
the temperature of the water supplied to the condenser of the chiller,
resulting in lower chiller power consumption. The minimum total
power occurs at a point where the rate of increase in fan power with
airflow is equal to the rate of decrease in chiller power. Near the
optimum, the total power consumption is not very sensitive to the
control. This “flat” optimum indicates extreme accuracy is not
needed to determine the optimum control. In general, it is better to
have too high rather than too low a fan speed. 

Braun et al. (1989a) showed that the tower control that minimizes
the instantaneous power consumption of a cooling plant varies as a
near-linear function of the load over a wide range of conditions.
Although optimal control depends on the ambient wet-bulb temper-
ature, this dependence is small compared to the load effect. Figure
20 shows an example of how the optimal tower control varies for a
specific plant. The tower airflow as a fraction of the design capacity
is plotted as a function of load relative to design load for two differ-
ent wet-bulb temperatures. For a 10 K change in wet-bulb tempera-
ture, the optimal control varies only about 5% of the tower capacity.
This difference in control results in less than a 1% difference in the
plant power consumption. Figure 20 also shows that linear functions
work well in correlating the optimal control over a wide range of
loads for the two wet-bulb temperatures. Given the insensitivity to
wet-bulb temperature and the fact that the load is highly correlated
Fig. 19 Tradeoffs Between Chiller Power and
Fan Power with Tower Airflow

Fig. 19 Tradeoffs Between Chiller Power and
Fan Power with Tower Airflow
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with wet bulb, a single linear relationship is adequate in correlating
the optimal tower control in terms of load.  

Figure 21 depicts the general form to determine tower airflow as
a function of load. The (unconstrained) relative tower airflow is
computed as a linear function of the part-load ratio as

Gtwr = 1 – βtwr (PLRtwr,cap – PLR) for 1.0 < PLR < 0.25 (1)

where
Gtwr = tower airflow divided by maximum airflow with all cells oper-

ating at high speed
PLR = chilled-water load divided by design total chiller plant cooling

capacity (part-load ratio)
PLRtwr,cap = part-load ratio (value of PLR) at which tower operates at its

capacity (Gtwr = 1)
βtwr = slope of relative tower airflow (Gtwr) versus part-load ratio

(PLR) function

The linear relationship between airflow and load is only valid for
loads greater than about 25% of the design load. For many installa-
tions, chillers do not operate at these small loads. However, for those
situations in which chiller operation is necessary below 25% of full
load, the tower airflow should be ramped to zero as the load goes to
zero according to

Gtwr = 4PLR [1 – βtwr (PLRtwr,cap – 0.25)] for PLR < 0.25 (2)
Fig. 20 Example of Optimal Tower Fan Control

Fig. 20 Example of Optimal Tower Fan Control

Fig. 21 Fractional Tower Airflow Versus Part-Load Ratio

Fig. 21 Fractional Tower Airflow Versus Part-Load Ratio
The results of either Equation (1) or (2) must be constrained
between 0 and 1. This fraction of tower capacity is then converted to
a tower control using the sequencing rules of the section on Near-
Optimal Tower Fan Sequencing.

The variables of the open-loop linear control Equation (1) that
yield near-optimal control depend on the characteristics of system.
Detailed measurements may be taken over a range of conditions and
used to accurately estimate these variables. However, this requires
measuring component power consumption along with considerable
time and expertise, and may not be cost effective unless performed
by on-site plant personnel. Alternatively, simple estimates of these
parameters may be obtained using design data.

Open-Loop Parameter Estimates Using Design Data. Good
estimates for the parameters of Equation (1) may be determined
analytically using design information as summarized in Table 3.
These estimates were derived by Braun and Diderrich (1990) by
applying optimization theory to a simplified mathematical model
of the chiller and cooling tower, assuming that the tower fans are
sequenced in an near-optimal manner. In general, these estimates
are conservative in that they should provide greater rather than less
than the optimal tower airflow. The results given in Table 3 for vari-
able-speed fans should also provide adequate estimates for three-
speed fans.

Design factors that affect the parameter estimates given in Table 3
are (1) the ratio of chiller power to cooling tower fan power at design
conditions Pch,des /Ptwr,des, (2) the sensitivity of chiller power to
changes in condenser water return temperature at design conditions
Scwr,des, and (3) the sum of the tower approach and range at design
conditions (atwr,des + rtwr,des). The chiller power consumption at
design conditions is the total power consumption of all plant chillers
operating at their design cooling capacity. Likewise, the design
tower fan power is the total power associated with all tower cells
operating at high speed. As the ratio of chiller power to tower fan
power increases, it becomes more beneficial to operate the tower at
higher airflows. This is reflected in a decrease in the part-load ratio
at which the tower reaches its capacity, PLRtwr,cap. If the tower air-
flow were free (i.e., zero fan power), then PLRtwr,cap would go to
zero, and the best strategy would be to operate the towers at full
capacity independent of the load. A typical value for the ratio of
the chiller power to the cooling tower fan power at design condi-
tions is 10.

The chiller sensitivity factor Scwr,des is the incremental increase in
chiller power for each degree increase in condenser water tempera-
ture as a fraction of the power or

(3)

If the chiller power increases by 2% for a 0.5 K increase in con-
denser water temperature, Scwr,des is equal to 0.04/K. A large sensi-
tivity factor means that the chiller power is very sensitive to the
cooling tower control favoring operation at higher airflow rates (low

Table 3 Parameter Estimates for Near-Optimal Tower 
Control Equation
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PLRtwr,cap). The sensitivity factor should be evaluated at design
conditions using chiller performance data. Typically, the sensitivity
factor is between 0.02 and 0.06/K. For multiple chillers with differ-
ent performance characteristics, the sensitivity factor at design con-
ditions is estimated as

(4)

where Scwr,des,i is the sensitivity factor and Pch,des,i is the power con-
sumption for the i th chiller at the design conditions, and Nch is the
total number of chillers.

The design approach to wet bulb atwr,des is the temperature dif-
ference between the condenser water supply and the ambient wet
bulb for the tower, operating at its air and water flow capacity at
plant design conditions. The design range rtwr,des is the water tem-
perature difference across the tower at these same conditions (con-
denser water return minus supply temperature). The sum of atwr,des
and rtwr,des is the temperature difference between the tower inlet and
the ambient wet bulb and represents a measure of the tower’s capa-
bility to reject heat to ambient relative to the system requirements.
A small temperature difference (tower approach plus range) results
from a high tower heat transfer effectiveness or high water flow rate
and yields lower condenser water temperatures with lower chiller
power consumption. Typical values for the design approach and
range are 4 K and 6 K.

The part-load ratio associated with the tower operating at full
capacity, PLRtwr,cap may be greater than or less than one. Values less
than unity imply that from an “energy point of view” the tower is not
sized for optimal operation at design load conditions and that the
tower should operate at its capacity for a range of loads less than
the design load. Values of PLRtwr,cap greater than one imply that the
tower is oversized for the design load and that the tower should
never operate at its capacity.

For multiple chillers with very different performance character-
istics, different open-loop parameters may be used for any combi-
nation of operating chillers. The sensitivity factors and chiller
design power used to determine the open-loop control parameters in
Table 3 should be estimated for each combination of operating chill-
ers, and the part-load ratio used in Equation (1) should be deter-
mined using the design capacity for the operating chillers (not all
chillers). In this case, Nch in Equation (4) represents the number of
operating chillers.

Open-Loop Parameter Estimates Using Plant Measurements.
Energy consumption can be reduced slightly by determining the
open-loop control parameters from plant measurements. However,
this results in additional complexity associated with implementa-
tion. One method for estimating the open-loop control parameters
of Equation (1) from plant measurements involves performing a set
of one-time trial-and-error experiments. At a given set of conditions
(i.e., cooling load and ambient conditions), the optimal tower con-
trol is estimated by varying the fan settings and monitoring the total
chiller and fan power consumption. Each tower control setting and
load condition must be maintained for a sufficient time for the
power consumption to approach steady-state and to hold the chilled-
water supply temperature constant. The control setting that pro-
duces the minimum total power consumption is deemed optimal.
This set of experiments is performed for a number of chilled-water
cooling loads and the best-fit straight line through the resulting data
points is used to estimate the parameters of Equation (1). As initial
control settings for each load, Equation (1) may be used with esti-
mates from design data as summarized in the previous section.
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Another method for estimating the variables of Equation (1) uses
an empirical model for total power consumption that is fit to plant
measurements. The control that minimizes the power consumption
associated with the model is then determined analytically. The sec-
tion on Control Optimization Methods describes a general method
for determining linear control relations in this manner using a qua-
dratic model. For cooling tower fan control, chiller and fan power
consumption are correlated with load and tower airflow for a con-
stant chilled-water supply temperature using a quadratic function as
follows:

(5)

where a0 to a5 are empirical constants determined through linear
regression applied to measurements. For the quadratic function of
Equation (5), the tower airflow that results in minimum power is a
linear function of the PLR. The parameters of the open-loop control
Equation (1) are then

(6)

(7)

For multiple chillers with very different performance character-
istics, different open-loop parameters can be determined for any
combination of operating chillers. In this case, separate correlations
for near-optimal airflow or power consumption must be determined
for each chiller combination.

Overrides for Equipment Constraints
The fractional tower airflow as determined by Equations (1) or

(2) must be bounded between 0 and 1 according to the physical con-
straints of the equipment. Additional constraints on the temperature
of the supply water to the chiller condensers are necessary to avoid
potential chiller maintenance problems. Many (older) chillers have
a low limit on the condenser water supply temperature that is
necessary to avoid lubrication migration from the compressor. A
high-temperature limit is also necessary to avoid excessively high
pressures in the condenser, which can lead to compressor surge. If
the condenser water temperature falls below the low limit, then it is
necessary to override the open-loop tower control and reduce the
tower airflow to go above this limit. Similarly, if the high limit is
exceeded, then the tower airflow should be increased as required.

Implementation
Before commissioning, the parameters of the open-loop control

Equation (1) must be specified. These parameters are estimated
using Table 3. After the system is in operation, these parameters
may be fined-tuned with measurements as outlined previously. If
multiple chillers have significantly different performance character-
istics, it may be advantageous to determine different parameters for
Equation (1) depending on the combination of operating chillers.

The relative tower airflow must be converted to a specific set of
tower fan settings using the sequencing rules defined previously.
This involves defining a relationship (i.e., table) for fan settings as
a function of tower airflow. The table is constructed by defining the
best fan settings for each possible increment of airflow. The con-
version process between the continuous output of Equations (1) or
(2) and the fan control involves choosing the set of discrete fan set-
tings from the table that produces a tower airflow closest to the
desired flow. However, in general, it is better to have greater rather
than less than the optimal airflow. A good general rule is to choose
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the set of discrete fan controls that results in a relative airflow that
is closest to, but not more than 10% less than, the output of Equa-
tions (1) or (2).

With the parameters of Equation (1) specified, the following pro-
cedure is applied at each decision interval (e.g., 15 min or less) to
determine the tower control:

1. If the temperature of the supply water to the chiller condenser is
less than the low limit, then reduce the tower airflow by one
increment according to the near-optimal sequencing rules and
exit the algorithm. Otherwise go to Step 2.

2. If the temperature of the supply water to the chiller condenser is
greater than the high limit, then increase the tower airflow by one
increment according to the near-optimal sequencing rules and
exit the algorithm. Otherwise go to Step 3.

3. Determine the chilled-water load relative to the design load.
4. If the chilled-water load has changed by a significant amount

(e.g., 10%) since the last control change, then go to Step 5. Oth-
erwise exit the algorithm.

5. If the part-load ratio is greater than 0.25, then compute the near-
optimal tower airflow as a fraction of the tower capacity, Gtwr,
with Equation (1). Otherwise, determine Gtwr with Equation (2).

6. Limit Gtwr to keep the change from the previous decision interval
less than a minimum value (e.g., less than 0.1 change).

7. Restrict the value of Gtwr between 0 and 1.
8. Convert the value of Gtwr to a specific set of control functions for

each of the tower cell fans according to the near-optimal
sequencing rules.

Implementation of this procedure requires some estimate of the
chilled-water load, along with a measurement of the condenser
water supply temperature. However, the accuracy of the load esti-
mates is not extremely critical. In general, near-optimal control
determined with load estimates that are accurate to within 5 to 10%
results in total power consumption that is within 1% of the mini-
mum. The best method for determining the chilled-water load is
from the product of the measured chilled-water flow rate and the
temperature difference between the chilled-water return and supply.
For systems that use constant flow pumping to the chillers, the flow
rates may be estimated from design data for the pumps and system
pressure-drop characteristics.

Example 1. Consider an example plant consisting of four 2000 kW chillers
with four cooling tower cells, each having two-speed fans. Each chiller
consumes approximately 340 kW at the design capacity, while each
tower fan uses 42 kW at high speed. At design conditions, the chiller
power increases approximately 12.2 kW for a 1 K increase in con-
denser water temperature, giving a sensitivity factor of 12.2/340 or
0.036/K. The tower design approach and range from manufacturer’s
data are 4 and 6 K.

Solution:
The first step in applying the open-loop control algorithm to this

problem is the determination of the parameters of Equation (1) from the
design data. From Table 3, the part-load ratio at which operation of the
tower is at its capacity is estimated for the two-speed fans as

while the slope of the fractional airflow versus part-load ratio is esti-
mated to be

Given these parameters and the part-load ratio, the fractional tower
airflow is estimated as

IF (PLR > 0.25) THEN

Gtwr = 1 – βtwr(PLRtwr,cap – PLR)
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ELSE

Gtwr = 4PLR[1 – βtwr(PLRtwr,cap – 0.25)]

Gtwr = MIN[1, MAX(0, Gtwr)]

To convert Gtwr into a specific tower control, the tower sequencing
must be defined. The following table gives this information in a form
that specifies the relationship between Gtwr and tower control for this
example.

For a specific chilled-water load, the fan control should be the
sequence of tower fan settings from the table that results in a value of
Gtwr that is closest to, but not more than 10% less than, the output of
Equations (1) or (2). Note that this example assumes that proper water
flow can be maintained over all cooling tower cells.

CHILLED-WATER RESET WITH 
FIXED-SPEED PUMPING

Figure 22 shows a common configuration using fixed-speed
chilled-water pumps with two-way valves at the cooling coils. A
two-way bypass valve controlled to maintain a fixed pressure differ-
ence between the main supply and return lines is used to ensure
relatively constant flow through chiller evaporators and reduce pres-
sure drop and pumping costs at low loads. However, additional
pump and chiller power savings can be realized by adjusting the
chilled-water supply temperature to keep some cooling-coil valves
open and thereby minimize the bypass flow.

Ideally, the chilled-water temperature should be adjusted to
maintain all discharge air temperatures with a minimal number of
cooling-coil control valves in a saturated (fully open) condition. The
procedure described in this section is designed to accomplish this
goal in a reliable and stable manner that reacts quickly to changing
conditions.

Cooling Tower Fan Sequencing for Example 1

Sequence 
No. Gtwr

Tower Fan Speeds

Cell #1 Cell #2 Cell #3 Cell #4

1 0.125 Low Off Off Off
2 0.250 Low Low Off Off
3 0.375 Low Low Low Off
4 0.500 Low Low Low Low
5 0.625 High Low Low Low
6 0.750 High High Low Low
7 0.875 High High High Low
8 1.000 High High High High

Fig. 22 Typical Chilled-Water Distribution for
Fixed-Speed Pumping

Fig. 22 Typical Chilled-Water Distribution for
Fixed-Speed Pumping
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Pump Sequencing
Individual chilled-water pumps are commonly physically dedi-

cated to individual chillers. In this case, the sequencing of chilled-
water pumps is defined by the sequencing of chillers. In some
installations, the chiller pumps are not dedicated to chillers, but in-
stead are arranged in parallel, sharing common headers. In this case,
the order for bringing pumps online and offline and the conditions for
adding or removing chilled-water pump capacity must be specified.
For pumps of different capacities, the logical order for bringing
pumps online is from small to large. For pumps of similar capacity,
the most efficient pumps should be brought online first and taken of-
fline last.

Optimal Chilled-Water Temperature
One method for determining the optimal chilled-water tempera-

ture is to monitor the water control valve positions of “representa-
tive” air handlers and to adjust the set temperature incrementally at
fixed decision intervals until a single control valve is fully open. The
representative air handlers should be chosen to include load diver-
sity at all times and ensure reliable data. One difficulty of this con-
trol approach is that valve position data are often unreliable. The
valve could be stuck open or the saturation indicator could be faulty.
This problem can be overcome by also monitoring discharge air
temperatures, using them as a consistency check on valve position
data. If a valve is unsaturated, this implies that the coil has sufficient
capacity to maintain the discharge air temperature near the set point.
Conversely, if a valve remains saturated at 100% open, the discharge
air temperature should ultimately increase above the set point.
These considerations lead to the following simple rules for increas-
ing or decreasing the chilled-water set point in response to valve
position and discharge air temperature data.

• If all water valves are unsaturated or the discharge air tempera-
tures associated with all saturated valves are lower than the set
point, increase the chilled-water set temperature.

• If more than one valve is saturated at 100% open and their corre-
sponding discharge air temperatures are greater than their set
points, decrease the chilled-water temperature.

In implementing these rules, a fixed increment for increasing or
decreasing the chilled-water temperature must be chosen. A small
increment results in more stable control, but also results in a slow
response to sudden changes in load or supply air temperature set
points. Using a first-order approximation, the chilled-water temper-
ature can be reset in response to sudden changes in load and supply
air temperature set point according to

(8)

where
tchws = new chilled-water set-point temperature

tas = current supply air set-point temperature
PLR = current part-load ratio (chiller load divided by total design load 

for all chillers)
tchws,o = chilled-water set point associated with last control decision

tas,o = supply air set point associated with last control decision
PLRo = part-load ratio associated with last control decision

Equation (8) assumes that the chilled-water temperature associ-
ated with the last control decision was optimal. As a result, it only
applies to anticipating the effects of significant changes in the load
and supply air set-point temperature on the optimal chilled-water
set point. The “bump-and-wait” strategy fine-tunes the chilled-
water supply temperature when the load and supply air set point are
stable. For a variable air volume system, the supply air set points
are most often constant and identical for all air-handling units.
However, for a constant air volume system, these set points may
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vary with different air handlers. In this case, the supply air set point
to use in Equation (8) should be an average value for the represen-
tative air handlers.

Equation (8) indicates that the optimal chilled-water supply tem-
perature increases with increasing supply air temperature and de-
creasing load. This is because these changes cause the cooling-coil
valves to close; optimal control involves keeping at least one valve
open. Increasing supply air temperature causes the cooling-coil
valves to close somewhat because of a larger average temperature
difference for heat transfer between the water and air. A lower load
requires smaller air-to-water temperature differences, which also
leads to control valves closing.

Overrides for Equipment and Comfort Constraints
For a given chiller load, the chilled-water temperature has both

upper and lower limits. The lower limit is necessary to avoid ice for-
mation on the evaporator tubes of the chiller. This limit depends pri-
marily on the load in relation to the size of the evaporator or, in other
words, the temperature difference between the chilled water and
refrigerant. At small temperature differences (large area or small
load), the evaporator can tolerate a lower chilled-water temperature
to avoid freezing than at large temperature differences. The lower
limit on the chilled-water set point should be evaluated at the design
load, because the overall system performance is improved by
increasing chilled-water temperature above this limit for loads less
than design. This lower limit can range from 3 to 7°C.

An upper limit on the chilled-water temperature arises from
comfort constraints associated with the zones and the possibility of
microbial growth associated with high humidities. For the available
flows, the chilled-water temperature should be low enough to pro-
vide discharge air at a temperature and humidity sufficient to main-
tain all zones in the comfort region and avoid microbial growth. This
upper limit varies with both load and entering air conditions and is
accounted for by monitoring the zone conditions to ensure that they
are in the comfort zone. If zone temperatures or humidities are not
within reasonable bounds, then the discharge air temperature set
point should be lowered.

Implementation
At each decision interval (e.g., 5 min), the following algorithm

would be applied for determining the optimal chilled-water set-
point temperature:

1. Determine the time-averaged total chilled-water load for the pre-
vious decision interval.

2. If the chilled-water load or supply air set-point temperature has
changed by a significant amount (e.g., 10%) since the last con-
trol change, then estimate a new optimal chilled-water set point
with Equation (8) and go to Step 6. Otherwise, go to Step 3.

3. Determine the time-averaged position of (or controller output
for) the cooling-coil water valves and corresponding discharge
air temperatures for representative air handlers.

4. If more than one valve is saturated at 100% open and their corre-
sponding supply air temperatures are greater than set point (e.g.,
0.5 K), then decrease the chilled-water temperature by a fixed
amount (e.g., 0.25 K) and go to Step 6. Otherwise, go to Step 5.

5. If all water valves are unsaturated or the supply air temperatures
associated with all valves that are saturated are lower than the set
point, then raise the chilled-water set temperature by a fixed
amount (e.g., 0.25 K). Otherwise, exit the algorithm with the
chilled-water set point unchanged.

6. Limit the chilled-water set-point temperature between the upper
and lower limits dictated by comfort, humidity, and equipment
safety.

Implementing this algorithm requires some estimate of the
chilled-water load, along with a measurement of the discharge air
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temperatures and control valve positions. However, a highly accu-
rate estimate of the load is not necessary.

CHILLED-WATER RESET WITH 
VARIABLE-SPEED PUMPING

Figure 23 shows a common configuration for systems using
variable-speed chilled-water pumps with primary/secondary water
loops. The primary pumps are fixed speed and are generally se-
quenced with chillers to provide a relatively constant flow of water
through the chiller evaporators. The secondary chilled-water pumps
are variable speed and are typically controlled to maintain a speci-
fied set point for pressure difference between supply and return
flows for the cooling coils. 

Although variable-speed pumps are usually used with primary/
secondary chilled-water loops, they may also be applied to systems
with a single chilled-water loop. In either case, variable-speed
pumps offer the potential for a significant operating cost saving
when both chilled-water and pressure differential set points are
optimized in response to changing loads. This section presents an
algorithm for determining near-optimal values of these control
variables.

Optimal Differential Pressure Set Points
In practically all variable-speed chilled-water pumping applica-

tions, the pump speed is controlled to maintain a constant pressure
differential between the main chilled-water supply and return lines.
However, this approach is not optimal. To maintain a constant pres-
sure differential with changing flow, the control valves for the air-
handling units must close as the load (i.e., flow) is reduced, resulting
in an increase in the flow resistance. The best strategy for a given
chilled-water set point is to reset the differential pressure set point to
maintain all discharge air temperatures with at least one control
valve in a saturated (fully open) condition. This results in a rela-
tively constant flow resistance and greater pump savings at low
loads. With variable differential pressure set points, optimizing the
chilled-water loop is described in terms of finding the chilled-water
temperature that minimizes the sum of the chiller and pumping
power, with the pump control dependent on the set point and the
load.

Near-Optimal Chilled-Water Set Point
The optimal chilled-water supply temperature at a given load

results from a tradeoff between chiller and pumping power, as illus-
trated in Figure 24. As the chilled-water temperature increases, the
chiller power is reduced due to a reduction in the lift requirements
Fig. 23 Typical Chilled-Water Distribution for Primary/Sec-
ondary Pumping

Fig. 23 Typical Chilled-Water Distribution for 
Primary/Secondary Pumping
of the chiller. For a higher set temperature, more chilled-water flow
is necessary to meet the load requirements, and the pumping power
requirements increase. The minimum total power occurs at a point
where the rate of increase in pumping power with chilled-water
temperature is equal to the rate of decrease in chiller power. This
optimal set point moves to lower values as the load increases.

Braun et al. (1989a) demonstrated that the optimal chilled-water
set point varies as a near-linear function of both load and wet-bulb
temperature over a wide range of conditions. Figure 25 shows an
example of how the optimal set point varies for a specific plant. The
set point is plotted as a function of load relative to design load for
two different wet-bulb temperatures. In general, the optimal
chilled-water temperature decreases with load because the pump
power becomes a larger fraction of the total power. A lower set
point limit is set to avoid conditions that could form ice on evapo-
rator tubes or too high a chiller “lift,” and an upper limit is estab-
lished to ensure adequate cooling-coil dehumidification. For a
given load, the chilled-water set point increases with wet-bulb tem-
perature because the energy transfer across each cooling coil is
proportional to the difference between its entering air wet-bulb
temperature and the entering water temperature (the chilled-water
set point). For a constant load, this temperature difference is con-
stant and the chilled-water supply temperature increases linearly
with entering air wet-bulb temperature. 

The results of Figure 25 were obtained for a system where both
the chilled-water supply and supply air set points to the zones were
optimized. For this case, the supply air temperatures varied between
13°C at high loads and 16°C at low loads. More typically, supply air
temperatures are constant at 13°C, and the variation in chilled-water
supply temperature is smaller than that shown in Figure 25. 

Figure 26 depicts the general form for an algorithm to determine
chilled-water supply set points as a function of load and the average
wet-bulb temperature entering the cooling coils. A normalized dif-
ference between the entering air wet-bulb temperature and the
chilled-water supply temperature is shown as a linear function of the
part-load ratio. The (unconstrained) chilled-water set point is deter-
mined as

tchws = tmx,wb – Γ(tmx,wb,des – tchws,des) (9)

where

Γ = 1 – βchws (PLRchws,cap – PLR) (10)

tchws = chilled-water supply temperature set point
tmx,wb = average or “representative” wet-bulb temperature of air 

entering cooling coils
Fig. 24 Tradeoff of Chiller and Pump Power with
Chilled Water Set Point

Fig. 24 Tradeoff of Chiller and Pump Power with
Chilled Water Set Point
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tchws,des = chilled-water supply temperature at design conditions
tmx,wb,des = wet-bulb temperature of air entering cooling coils at design 

conditions
PLR = chilled-water load divided by the total chiller cooling 

capacity (part-load ratio)
PLRchws,cap = part-load ratio (value of PLR) at which Γ = 1

βchws = slope of the Γ versus part-load ratio (PLR) function

The result of Equation (9) must be constrained between upper and
lower limits dictated by equipment safety (evaporator freezing), the
machine operating envelope, and comfort and humidity concerns.

The variables of Equation (10) that yield near-optimal control
depend on the characteristics of system. Detailed measurements
over a range of conditions may be used to determine estimates of
these parameters. However, this requires measuring component
power consumption along with considerable time and expertise, and
may not be cost effective unless performed by on-site plant person-
nel. Alternatively, simple estimates of these parameters may be
obtained using design data.

Open-Loop Parameter Estimates Using Design Data. Rea-
sonable estimates of the parameters of Equation (10) may be deter-
mined analytically using design information as summarized in
Table 4. These estimates were derived by applying optimization

Fig. 25 Comparisons of Optimal Chilled-Water Temperature

Fig. 25 Comparisons of Optimal Chilled-Water Temperature

Fig. 26 Dimensionless Chilled-Water Set Point
Versus Part-Load Ratio

Fig. 26 Dimensionless Chilled-Water Set Point
Versus Part-Load Ratio
theory to a simplified mathematical model of the chiller and second-
ary-loop water pumps, assuming that a differential pressure reset
strategy is used, pump efficiencies are constant, and the supply air
temperature is not varied in response to changes in chilled-water
supply temperature. In general, these parameter estimates are con-
servative in that they should provide a relatively low estimate of the
optimal chilled-water set point.

The design factors that affect the parameter estimates given in
Table 4 are (1) the ratio of the chiller power to chilled-water pump
power at design conditions Pch,des/Pchwp,des, (2) the sensitivity of the
chiller power to changes in chilled-water temperature at design con-
ditions Schws,des, and (3) the difference between the design entering
air wet-bulb temperature to the cooling coil and the chilled-water
supply temperature (tmx,wb,des – tchws,des).

The chiller power consumption at design conditions is the total
power consumption of all plant chillers operating at their design
cooling capacity. Likewise, the design pump power is the total
power associated with all secondary chilled-water supply pumps
operating at high speed. As the ratio of chiller power to pump power
increases, it becomes more beneficial to operate the chillers at
higher chilled-water temperatures and the pumps at higher flows.
This is reflected in an increase in PLRchws,cap. If chiller power were
free, then PLRchws,cap would go to zero, and the best strategy would
be to operate the chillers at the minimum possible set point, result-
ing in low chilled-water flow rates. Typical values for the ratio of the
chiller power to the pump power at design conditions are between
10 and 20, depending primarily on whether primary/secondary
pumping is used.

The chiller sensitivity factor Schws,des is the incremental increase
in chiller power for each degree decrease in chilled-water tempera-
ture as a fraction of the power:

(11)

If chiller power increases by 2% for a 0.5 K decrease in chilled-
water temperature, then Schws,des is equal to 0.04/K. A large sensi-
tivity factor means that chiller power is very sensitive to the set point
control favoring operation at higher set point temperatures and
flows (higher PLRchws,cap). The sensitivity factor should be evalu-
ated at design conditions using chiller performance data. Typically,
the sensitivity factor is between 0.02 and 0.06/K. For multiple chill-
ers with different performance characteristics, the sensitivity factor
at design conditions is estimated as

(12)

where Schws,des,i is the sensitivity factor and Pch,des,i is the power con-
sumption for the i th chiller at design conditions, and Nch is the total
number of chillers.

Table 4 Parameter Estimates for Near-Optimal
Chilled-Water Set Point Equation
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The design difference between coil inlet air wet-bulb tempera-
ture and entering water temperature should be evaluated for a typical
air handler operating at design load and flows. A small temperature
difference results from a high coil heat transfer effectiveness or high
water flow rate, allowing higher chilled-water temperatures with
lower chiller power consumption. This is evident from Equation (9),
where chilled-water set point decreases linearly with (tmx,wb,des –
tchws,des) for a given Γ, and Γ is inversely related to the square root
of (tmx,wb,des – tchws,des). Typically, this temperature difference is
about 10 K.

Example 2. Consider an example plant with primary/secondary chilled-
water pumping. There are four 2000 kW chillers, each with its own
dedicated primary pump. Each chiller consumes approximately 340
kW at the design capacity. At design conditions, the chiller power
increases approximately 2.2 kW for a 0.5 K decrease in chilled-water
temperature, giving a sensitivity factor of 2.2/340 or 0.04/K. The
design chilled-water set point is 5°C, and the coil entering wet-bulb
temperature is 16°C at design conditions. The secondary loop uses
three identical 45 kW chilled-water pumps: one with a variable-speed
and two with fixed-speed motors. 

Solution:
The first step in applying the open-loop control algorithm to this

problem is the determination of the parameters of Equation (10) from
the design data. From Table 4, the part-load ratio at which the chilled-
water temperature reaches a minimum (with the design entering wet-
bulb temperature to the coils) is

and the slope of the set point versus part-load ratio is estimated to be

Given these parameters and the part-load ratio, the unconstrained
chilled-water set-point temperature from Equations (9) and (10) is then 

tchws = tmx,wb – [1 – 0.43(1.15 – PLR)]11

Pump Sequencing

Variable-speed pumps are sometimes used in combination with
fixed-speed or other variable-speed pumps. Pump sequencing in-
volves determining both the order and point that pumps should be
brought online and offline.

Pumps should be brought online in an order that allows a contin-
uous variation in flow rate and maximized operating efficiency of
the pumps at each switch point for the specific pressure loss char-
acteristic. For a combination of fixed-speed and variable-speed
pumps, at least one variable-speed pump should be brought online
before any fixed-speed pumps. For single-loop systems (i.e., no sec-
ondary loop) with variable-speed pumps, the pressure-drop charac-
teristics change when chillers are added or removed and the optimal
sequencing of pumps depends on the sequencing of chillers.

An additional pump should be brought online whenever the cur-
rent set of pumps is operating at full capacity and can no longer sat-
isfy the differential pressure set point. This situation can be detected
by monitoring the differential pressure or the controller output
signal. Insufficient pump capacity leads to extended periods with
differential pressures that are less than the set point and a controller
output that is saturated at 100%. A pump may be taken offline when-
ever the remaining pumps have sufficient capacity to maintain the
differential pressure set point. This condition can be determined by
comparing the current (time-averaged) controller output with the
controller output (time-averaged) at the point just after the last
pump was brought online. The pump can be brought offline when
the current output is less than the switch point value by a specified
dead band (e.g., 5%).

PLRchws capI

 
1

3
---  
4 340×

3 45×
------------------ 0.036 K⁄( ) 11( ) 1.15Z Z

βchws
0.5

1.15
---------- 0.43Z Z
Overrides for Equipment and Comfort Constraints

The chilled-water temperature is bounded by upper and lower
limits dictated by comfort, humidity, and equipment safety con-
cerns. However, within these bounds, the chilled-water temperature
may not always be low enough to maintain supply air set-point tem-
peratures for the cooling coils. This situation might occur at high
loads when the chilled-water flow is at a maximum and is detectable
by monitoring the coil discharge air temperatures. Limits on the
pressure differential set point might also be imposed to ensure ade-
quate controllability of the cooling-coil control valves.

Implementation

Before commissioning, the parameters of the open-loop control
for chilled-water set point [Equation (10)] need to be estimated
using the results of Table 4. After the system is in operation, these
parameters may be fine-tuned with measurements as outlined in the
section on Control Optimization Methods. With the parameters
specified, the control algorithm is separated into two reset strate-
gies: chilled-water temperature and pressure differential. 

Chilled-Water Temperature Reset. The chilled-water supply
temperature set point is reset at fixed decision intervals (e.g., 15
min) using the following procedure:

1. Determine the time-averaged position of (or controller output
for) the cooling-coil water valves and corresponding discharge
air temperatures for “representative” air handlers over the previ-
ous decision interval.

2. If more than one valve is saturated at 100% open and their cor-
responding discharge air temperatures are greater than set point
(e.g., 0.5 K), then decrease the chilled-water temperature by a
fixed amount (e.g., 0.25 K) and go to Step 5. Otherwise, go to
Step 3.

3. Determine the total chilled-water flow and load.
4. Estimate an optimal chilled-water set point with Equations (9)

and (10). Increase or decrease the actual set point in the direction
of the near-optimal value by a fixed amount (e.g., 0.5 K).

5. Limit the new set point between upper and lower constraints dic-
tated by comfort and equipment safety.

Pump Sequencing. Secondary pumps should be brought online
or offline at fixed decision intervals (e.g., 15 min) with the following
logic:

1. Evaluate the time-averaged pump controller output over the pre-
vious decision interval. 

2. If the pump controller is saturated at 100%, then bring the next
pump online. Otherwise, go to Step 3.

3. If the pump control output is significantly less (e.g., 5%) than the
value associated with the first time interval after the last pump
was brought online, then bring that pump offline.

Differential Pressure Reset. The set point for differential pres-
sure between supply and return lines should be reset at smaller time
intervals than the supply water temperature reset and pump
sequencing strategies (e.g., 5 min) using the following procedure:

1. Check the water valve positions (or controller output) for “rep-
resentative” air handlers and determine the time-averaged values
over the last decision interval.

2. If more than one valve has been saturated at 100% open, then
increase the differential pressure set point by a fixed value (e.g.,
5% of the design value) and go to Step 4. Otherwise, go to Step 3.

3. If none of the valves have been saturated, then decrease the dif-
ferential pressure set point by a fixed value (e.g., 5% of the
design value).

4. Limit the differential pressure set point between upper and lower
constraints.
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SEQUENCING AND LOADING OF 
MULTIPLE CHILLERS

Multiple chillers are normally configured in parallel and typi-
cally controlled to give identical chilled-water supply temperatures.
In most cases, controlling for identical set temperatures is the best
and simplest strategy. With this approach, the relative loading on
operating chillers is controlled by the relative chilled-water flow
rates. Typically, the distribution of flow rates to heat exchangers for
both chilled and condenser water are dictated by chiller pressure-
drop characteristics and may be adjusted through flow balancing,
but are not controlled using a feedback controller. In addition to the
distribution of chilled and condenser water flow rates, the chiller
sequencing affects energy consumption. Chiller sequencing defines
the conditions under which chillers are brought online and offline.
Simple guidelines may be established for each of these controls to
provide near-optimal operation.

Near-Optimal Condenser Water Flow Distribution
In general, the condenser water flow to each chiller should be set

to give identical leaving condenser water temperatures. This condi-
tion approximately corresponds to relative condenser flow rates
equal to the relative loads on the chillers, even if the chillers are
loaded unevenly. Figure 27 shows results for four sets of two chillers
operated in parallel. The curves represent data from chillers at three
different installations: (1) a 19.3 m variable-speed chiller at the Dal-
las-Ft. Worth Airport, Texas (Braun et al. 1989a); (2) a 1.9 MW
fixed-speed chiller at an office building in Atlanta (Hackner et al.
1984, 1985); and (3) a 4.4 MW fixed-speed chiller at a large office
building in Charlotte, North Carolina (Lau et al. 1985). The capac-
ities of the chillers in the two office buildings were scaled up for
comparison with the Dallas-Ft. Worth airport chiller.

The overall chiller coefficient of performance (COP) is plotted
versus the difference between the condenser water return tempera-
tures for equal chiller loading. For multiple chillers having similar
performance characteristics (either variable- or fixed-speed), it is
best to distribute the condenser water flow rates so that each chiller
has the same leaving condenser water temperature. For situations
where chillers do not have identical performance, equal leaving
condenser water temperatures result in chiller performance that is
close to the optimum. Even for variable- and fixed-speed chiller
combinations that have very different performance characteristics,
the penalty associated with the use of identical condenser leaving-
Fig. 27 Effect of Condenser Water Flow Distribution
for Two Chillers In Parallel

Fig. 27 Effect of Condenser Water Flow Distribution
for Two Chillers In Parallel
water temperatures is small. To achieve equal condenser leaving-
water temperatures, it is necessary to properly balance the con-
denser water flow rates at design operating conditions.

Optimal Chiller Load Distribution

Assuming identical chilled-water return and chiller supply tem-
peratures, the relative chilled-water load for each parallel chiller
(load divided by total load) that is operating could be controlled by
its relative chilled-water flow rate (flow divided by total flow). To
change the relative loadings in response to operating conditions, the
individual flow rates must be controlled. However, this is typically
not done and it is probably sufficient to establish the load distribu-
tions based on design information and then balance the flow rates to
achieve these load distributions. Alternatively, the individual chiller
loads can be precisely controlled through variation of individual
chiller supply water set points.

Chillers with Similar Performance Characteristics. Braun
et al. (1989a) showed that for chillers with identical design COPs
and part-load characteristics, a minimum or maximum power
consumption occurs when each chiller is loaded according to the
ratio of its capacity to the total capacity of all operating chillers.
This is equivalent to each chiller operating at equal part-load
ratios (load divided by cooling capacity at design conditions).
For the i th chiller, the optimal chiller loading is then

(13)

where  is the total chiller load,  is the cooling capac-
ity of the i th chiller at design conditions, and N is the number of
chillers operating.

The loading determined with Equation (13) could result in either
minimum or maximum power consumption. However, this solution
gives a minimum when the chillers are operating at loads greater
than the point at which the maximum COP occurs (i.e., chiller COP
decreases with increased loading). Typically, the maximum COP
occurs at loads that are less than the nominal design capacity.

Figure 28 shows the effect of relative loading on chiller COP for
different sets of identical chillers loaded at approximately 70% of
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their total capacities. Three of the chiller sets have maximum
COPs when evenly loaded [matching the criterion of Equation
(13)], whereas the fourth (Dallas-Ft. Worth fixed-speed) obtains a
minimum at that point. The part-load characteristic of the Dallas-
Ft. Worth fixed-speed chiller is unusual in that the maximum
overall COP occurs at its maximum capacity. This chiller was ret-
rofitted with a different refrigerant and drive motor, which derated
its capacity from 30.6 to 19.3 MW. As a result, the evaporators
and condensers are oversized for its current capacity. Overall, the
penalty associated with equally loading the Dallas-Ft. Worth
fixed-speed chillers is small as compared with optimal loading,
and this strategy is probably appropriate. However, a slight reduc-
tion in energy consumption is possible if one of the two chillers
operates at full capacity. The loading criterion of Equation (13)
also works well for many combinations of chillers with different
performance characteristics.

To achieve specified relative chiller loadings with equal chilled-
water set points, chilled-water flow rates must be properly balanced.
The relative loadings of Equation (13) only depend on design infor-
mation, and flow balancing can be achieved through proper design
and commissioning. 

Chillers with Different Performance Characteristics. For the
general case of chillers with significantly different part-load char-
acteristics, a point of minimum or maximum overall power occurs
where the partial derivatives of the individual chiller’s power con-
sumption with respect to their loads are equal:

(14)

and subject to the constraint that

(15)

where  is the cooling load for the ith chiller and  is the
total cooling load.

In general, the power consumption of a chiller can be correlated
as a quadratic function of cooling load and difference between the
leaving condenser water and chilled-water supply temperatures
according to

(16)

where, for the ith chiller, tcwr is the leaving condenser water temper-
ature and tchws is the chilled-water supply temperature. The coeffi-
cients of Equation (16) (a0,i to a5,i) can be determined for each chiller
through regression applied to measured or manufacturers’ data.

If each chiller has identical leaving condenser and chilled-water
supply temperatures, the criterion of Equation (14) applied to the
correlation of Equation (16) leads to

(17)

where is the optimal load for the i th chiller.
Equations (17) and (15) represent a system of N linear equations

in terms of N chiller loads that can be solved to give minimum (or
possibly maximum) power consumption. For a given combination
of chillers, the solution depends on the operating temperatures and
total load. However, the individual chiller loads must be constrained
to be less than the maximum chiller capacity at these conditions. If
an individual chiller load determined from these equations is greater
than its cooling capacity, then this chiller should be fully loaded and
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Equations (17) and (15) should be resolved for the remaining chill-
ers [Equation (17) should only include unconstrained chillers].

To control individual chiller loads with identical chilled-water
supply temperatures, individual chilled-water flow rates need to be
controlled with two-way valves, which is not typical. However, the
distribution of chiller loads could be changed for a fixed-flow dis-
tribution by using different chilled-water set-point temperatures.
For a given flow and load distribution, the individual chiller set
point for parallel chillers is determined according to

(18)

where fF,i is the flow for the i th chiller divided by the total flow,
 is the chilled-water supply temperature set point for the com-

bination of chillers determined using the previously defined reset
strategies, and tchwr is the temperature of the water returned to the
chillers from the building.

Substituting Equation (18) into Equation (16) and then applying
the criterion of Equation (14) leads to the following:

(19)

where

Optimal chiller loads are determined by solving the linear system
of equations represented by Equations (19) and (15). The individual
chiller set points are then evaluated with Equation (18). If any set
points are less than the minimum set point or greater than the max-
imum set point, then the set point should be constrained and Equa-
tions (19) and (15) should be resolved for the remaining chillers
[Equation (19) should only include unconstrained chillers].

Example 3. Determine the optimal loading for two chillers using the three
methods outlined in this section. Table 5 gives the design cooling
capacities and coefficients of the curve-fit of Equation (16) for the two
chillers. The chillers are operating with a total cooling load of
5064 kW, condenser water return temperature of 29°C, an overall
chilled-water supply temperature set point of 7°C, and a chilled-water
return temperature of 13°C. Figure 29 shows the COPs for the two
chillers as a function load relative to their design loads for the given
operating temperatures. Chiller 1 is more efficient at higher part-ratios
and less efficient at lower part-load ratios as compared with Chiller 2. 

Solution:
The first case considered is the chillers operating at equal part-load

ratios. The ratio of the cooling load to the cooling capacity of the oper-
ating chillers is 5064/(4396 + 1934). From Equation (13), the individ-
ual chiller loads are

The power for each chiller is computed for the specified operating
conditions with Equation (16) and the coefficients of Table 5. For the
case of equal part-load ratios, the total chiller power consumption is 
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A second solution is determined for optimal chiller loads for the case
of equal chilled-water temperature set points and controllable flow for
each chiller. In this case, algebraic manipulation of Equations (15) and
(17) produces the following results for the individual chiller loads:

The resulting power consumption is then

Optimal loading of the chillers reduces the overall chiller power con-
sumption by about 4% through heavier loading of Chiller 1 and lighter
loading of Chiller 2 (see Figure 29).

Finally, optimal chiller loading is determined for the case where the
individual loadings are controlled by using different chilled-water tem-
perature set points (individual flow is not controllable). To apply Equa-
tions (18) and (19), the relative chilled-water flow rate for each chiller
must be known. For this example, the relative flow for the i th chiller is
assumed to be equal to the ratio of its design capacity to the design
capacity for the operating chillers, so that

Then, solving Equations (15) and (19) leads to the following results
for the individual chiller loads:

Table 5 Chiller Characteristics for
Optimal Loading Example 3

Variable Units Chiller 1 Chiller 2

kW 4396 1934
a0,i kW 106.4 119.7
a1,i kW/K 11.06 0.3376
a2,i kW/K2 0.5806 0.1552
a3,i kW/kW –0.0208 –0.1045
a4,i kW/kW2 0.0000107 0.00004304
a5,i kW/(kW·K) –0.0005163 0.004364

Fig. 29 Chiller COP for Two Chillers

Fig. 29 Chiller COP for Two Chillers
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These loads lead to a total chiller power consumption of

Individual chilled-water set points are determined from Equation (18)
and are 6.1 and 9°C for Chillers 1 and 2, respectively. Power consump-
tion has increased slightly from the case of identical chiller set points
and variable flow.

Note that changing either flows or chilled-water set points compli-
cates overall system control as compared with loading the chillers with
fixed part-load ratios, and leads to relatively small savings.

Order for Bringing Chillers Online and Offline

For chillers with similar efficiencies, the order in which chillers
are brought online and offline may be dictated by their cooling
capacities and the desire to provide even runtimes. However, when-
ever beneficial and possible, chillers should be brought online in an
order that minimizes the incremental increase in energy consump-
tion. At a given condition, the power consumption of any chiller can
be evaluated using the correlation given by Equation (16), where the
coefficients are determined using manufacturers’ data or in-situ
measurements. Then, the overall power consumption for all operat-
ing chillers is

(20)

When additional chiller capacity is required (see next section),
the projected power of all valid chiller combinations should be eval-
uated using Equation (16), with the projected load determined by
Equation (13) for chillers with similar performance characteristics,
or the solution of Equations (14) subject to the constraint in Equa-
tion (15) for chillers with significantly different performance char-
acteristics. Valid chiller combinations involve chillers that are not in
alarm or locked out, and with load ratios between a low limit (e.g.,
30%) and 100%. The best chiller combination to bring on line
should result in the smallest increase (or largest decrease) in overall
chiller power consumption as estimated with Equations (20) and
(16) with chiller loading determined as outlined in the previous sec-
tion. For systems with dedicated chilled-water and condenser water
pumps and/or cooling towers, the associated power of this equip-
ment should be added to Equation (16) to estimate the load of the
chiller plus its auxiliary equipment. It is recommended that these
estimates be performed online using in-situ measurements of each
chiller’s discharge chilled-water temperature and entering con-
denser water temperature, and the projected load of the chiller. A
chiller should be shut down when its load drops below the spare
capacity load of the current number of online chillers; for a pri-
mary/secondary chilled-water system, the primary chilled-water
flow will remain above the secondary chilled-water flow once the
chiller is shut down. (The spare capacity load is equal to the rated
capacity of the online chillers minus the actual measured load of the
online chillers.)

For chillers with similar design cooling capacities, a simpler
(although suboptimal) approach can be used for determining the
order for bringing chillers online and offline. In this case, the chiller
with the highest peak COP can be brought online first, followed by
the second most efficient chiller, etc., and then brought offline in
reverse order. The maximum COP for each chiller can be evaluated
using manufacturers’ design and part-load data or from curve-fits to
in-situ performance.
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The chiller load associated with maximum COP for each chiller
can be determined by applying a first-order condition for a maxi-
mum, using Equation (16) and the definition of COP. For this func-
tional form, the maximum (or possibly minimum) COP occurs for 

(21)

The load determined from Equation (21) yields a maximum COP
whenever it is real and bounded between upper and lower limits.
Otherwise, it can be assumed that the maximum COP occurs at full
load conditions. Typically, the maximum COP occurs between
about 40 and 80% of design load and increases as the temperature
difference between the condenser leaving water and chilled-water
supply decreases. Equation (21) could be applied online to deter-
mine the rank ordering of chillers to bring online as a function of
operating temperatures. However, it is often sufficient to use Equa-
tion (21) at the design temperature difference and establish a chiller
sequencing order at the design or commissioning stage.

Example 4. Determine the loads for maximum COP for two different
chillers at a chilled-water set point of 7°C and a condenser water
return temperature of 27°C. Table 6 gives the design cooling capacities
and coefficients of the curve-fit of Equation (16) for the two chillers.
Figure 30 shows the COPs of the two chillers determined from the

Table 6 Chiller Characteristics for
Maximum COP, Example 4

Variable Unit Chiller A Chiller B

MW 19.07 19.07
a0,i kW 262.6 187.2
a1,i kW/K –45.65 173.1
a2,i kW/K2 3.149 –1.398
a3,i kW/kW –0.007 301 –0.1227
a4,i kW/kW2 0.000 003 271 0.000 008 944
a5,i kW/(kW·K) 0.002 707 –0.002 322

Table 7 Results for Maximum COP, Example 4

Variable Chiller A Chiller B

13.65 MW 18.59 MW
PLRi 0.716 0.975
Pch,i 1857 kW 3038 kW
COPi 7.35 6.12
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correlations as a function of relative load (PLR) and temperature dif-
ference (tcwr – tchws). These chillers have identical performance at
design conditions, but very different part-load characteristics because
of different methods used for capacity control. 

Solution:

The loading associated with the maximum COP for each chiller is
determined using Equation (21) and the coefficients of Table 6. The
power for each chiller is then determined using Equation (16) and the
COP follows directly. Results of the calculations are given in Table 7.
The maximum COP for chiller A is about 20% greater than that for
chiller B at the specified operating temperatures and should be brought
online first.

Load Conditions for Bringing Chillers Online or Offline

In general, chillers should be brought online at conditions where
the total power (including pumps and tower or condenser fans) of
operating with the additional chiller would be less than without it.
Conversely, a chiller should be taken offline when the total power of
operating with that chiller would be less than with it. In practice, the
switch point for bringing a chiller online should be greater than that
for bringing that same chiller offline (e.g., 10%), to ensure a stable
control. The optimal sequencing of chillers depends primarily on
their part-load characteristics and the manner with which the chiller
pumps are controlled.

Dedicated Pumps. Where individual condenser and chilled-
water pumps are dedicated to the chiller, Hackner et al. (1985) and
Braun et al. (1989a) showed that a chiller should be brought online
when the operating chillers reach their capacity. This conclusion is
the result of considering both the chiller and pumping power in
determining optimal control. If pumping power is ignored, the opti-
mal chiller sequencing occurs when chiller efficiency is maximized
at each load. Because maximum efficiency often occurs at part-load
conditions, the optimal point for adding or removing chillers may
occur when chillers are operating at less than their capacity. How-
ever, the additional pumping power required for bringing additional
pumps online with the chiller offsets any reductions in overall
chiller power consumption associated with part-load operation.

When pumps are dedicated to chillers, situations may arise
where chillers are operating at less than their capacity but chilled-
water flow to the cooling coils is insufficient to meet the building
load. This generally results from inadequate design or improper
maintenance. Under these circumstances, either some zone condi-
tions need to float to reduce the chilled-water set point (if possible),
or an additional chiller needs to be brought online. Monitoring the
zone air-handler conditions is one way to detect this situation. If
(1) the chilled-water set point is at its lower limit, (2) any air-handler
Fig. 30 Chiller A and B Performance Characteristics for Maximum COP, Example 4

Fig. 30 Chiller A and B Performance Characteristics for Maximum COP, Example 4
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water control valves are saturated at 100% open, and (3) their cor-
responding discharge air temperatures are significantly greater
(e.g., 1 K) than set point, then the chilled-water flow is probably
insufficient and an additional chiller/pump combination could be
brought online. One advantage of this approach is that it is consis-
tent with the reset strategies for both fixed- and variable-speed
chilled-water systems.

Chillers can be brought online or offline with the following logic:

1. Evaluate the time-averaged values of the chilled-water supply
temperature and overall cooling load over a fixed time interval
(e.g., 5 min).

2. If the chilled-water supply temperature is significantly greater
than the set point (e.g., 0.5 K), then bring the next chiller online.
Otherwise, go to Step 3.

3. Determine the time-averaged position of the cooling-coil water
valves and corresponding discharge air temperatures for “repre-
sentative” air handlers.

4. If the chilled-water supply set point is at its lower limit and more
than one valve is saturated at 100% open and their corresponding
discharge air temperatures are significantly greater than set point
(e.g., 0.5 K), then bring another chiller/pump combination
online. Otherwise, go to Step 5.

5. If the cooling load is significantly less (e.g., 10%) than the value
associated with the first time interval after the last chiller was
brought online, then take that chiller offline.

Nondedicated Pumps. For systems without dedicated chiller
pumps (e.g., variable-speed primary systems), the optimal load
conditions for bringing chillers online or offline do not generally
occur at the full capacity of the chillers. In determining optimal
chiller switch points, ideally both chiller and pumping power should
be considered because pressure-drop characteristics and pumping
change when a chiller is brought online or offline. However, simple
estimates of optimal switch points may be determined by consider-
ing only the chiller power.

A chiller should be brought online whenever it would reduce the
overall chiller power or if the current chillers can no longer meet the
load (see previous section). A chiller should be added if the power
consumption associated with (N + 1) chillers is significantly less
(e.g., 5%) than the current N chillers, with both conditions evaluated
using Equation (20) with correlations of the form given in Equation
(16), and sequencing and loading determined as outlined in previous
sections. Conversely, a chiller should be removed if the power con-
sumption associated with the (N – 1) chillers is significantly less
(e.g., 5%) than the current N chillers. The decision to add or remove
chillers is readily determined using the current load and operating
temperatures.

STRATEGIES FOR BOILERS

Load Conditions for Bringing Boilers Online or Offline
The specifics of the strategy for bringing boilers online depend

on the type of boiler. Hot-water boilers have dedicated or nondedi-
cated hot-water pumps; steam boilers do not have hot-water pumps,
but rely on differences in steam pressure between the boiler steam
header discharge and the point of use to distribute steam throughout
the system.

Hot-water boilers with dedicated pumps. The strategy for hot-
water boilers with dedicated hot-water pumps is similar to that for
chillers with dedicated chilled-water and condenser water pumps:
another boiler should be brought online when operating boilers
reach capacity, because the efficiency of the boiler should include
the power to drive its associated hot-water pump. This can be deter-
mined when hot-water temperature drops below its set point for a
predetermined time interval (e.g., 5 min). 

Hot-water boilers with dedicated pumps can be brought online
and offline with the following logic:
1. Continuously calculate the load ratio of each boiler or boiler
combination. For the i th boiler, 

(22)

where LRi is load ratio of the i th boiler combination,  is
the total boiler plant load, and  is the design (rated)
output of the i th boiler combination. 

2. Every sampling interval (e.g., 60 s), calculate the predicted input
fuel requirement for each boiler combination as

(23)

where IFi is the input fuel requirement and ηi is the efficiency of
the ith boiler combination.

3. Continuously evaluate time-averaged values of the hot-water
supply temperature over a fixed time interval (e.g., 5 min).

4. If the hot-water supply temperature drops below its set point for
a predetermined time interval (e.g., 5 min), then, from boiler
part-load performance curves, select the boiler combination with
a load ratio between 0.5 and 1.0 and with the least input fuel
requirement to meet the load, and turn this combination of boil-
ers on. Note that this strategy will greatly reduce the possibility
of short-cycling boilers because the new combination of boilers
to be started will likely include boilers already operating (i.e.,
only one additional boiler is likely to be added).

5. If the capacity of the least efficient online boiler drops below the
spare capacity of the current number of boilers operating (or for
a primary-secondary hot-water system, if the flow rate of the
associated primary hot-water pump is less than the difference
between primary and secondary hot-water flow rates) for a pre-
determined time interval (e.g., 5 min), then shut down and bank
this boiler in hot standby.

Hot-water boilers with nondedicated pumps or steam boil-
ers. For hot-water systems without dedicated hot-water pumps or
for steam systems, the optimal load conditions for bringing boilers
online or offline do not generally occur at the full capacity of the
online boilers. For these systems, a new boiler combination should
be brought online whenever the hot-water supply temperature or
steam pressure falls below set point for a predetermined time inter-
val (e.g., 5 min) and the part-load efficiency curves of the boiler
combination predicts that the new combination of boilers can meet
the required load using significantly less (e.g., 5%) input fuel.

Optimal Boiler Load Distribution

Optimal load distribution strategies for boilers are similar to
those for chillers. For boilers with similar performance character-
istics, the optimal boiler loading is similar to Equation (13) for
chillers:

(24)

where  is the optimal load for the ith boiler.
For boilers with significantly different performance characteris-

tics, the criterion for optimal boiler loading is similar to Equations
(14) and (15) for chillers, except that boiler cost of operation is used:
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(25)

and subject to the constraint that

(26)

where Cblr,i and Cblr, j are the operating costs of boiler i and j,
respectively,  is the heating load for the ith, boiler and
is the total heating load.

In general, the boiler operating-cost curve can be calculated as a
quadratic function of heating load only. For the i th boiler,

(27)

Applying the criterion of Equation (25) to Equation (27),

(28)

where  is the optimal load for the ith boiler.

Maintaining Boilers in Standby Mode

It is generally more economical to run fewer boilers at a high rat-
ing. However, the integrity of the steam or hot-water supply must be
maintained in the event of a forced outage of one of the operating
boilers or if the facility experiences highly diverse load swings
throughout the heating season. Both conditions can often be satis-
fied by maintaining a boiler in standby or “live bank” mode. For
example, in this mode, a steam boiler is isolated from the steam sys-
tem at no load but is kept at system operating pressure by periodic
firing of either the igniters or a main burner to counteract ambient
heat losses.

Supply Water and Supply Pressure Reset for Boilers

Simple control strategies can be used to generate a suboptimal
hot-water temperature (for hot-water boilers) or steam pressure (for
steam boilers). An energy management and control system must be
interfaced to the boiler controls that is capable of monitoring the
position of the valve controlling the flow of hot water to the heating
coils or steam pressure at the most critical zone. For a hot-water
system:

1. Continuously monitor the hot-water valve position of the various
heating zones.

2. If none of the hot-water valves are greater than 95% open,
lower the boiler hot-water supply temperature by a small incre-
ment (e.g., 0.5 K) each reset time interval (a predetermined
interval established by system thermal lag characteristics, e.g.,
15 to 20 min).

3. Once one hot-water valve opens beyond 95%, stop the down-
ward resets of boiler hot-water temperature set point.

4. If two or more hot-water valves open beyond 95%, raise the
boiler hot-water temperature set point by a small increment (e.g.,
0.5 K) each reset interval.

For a steam system, the steam header pressure should be low-
ered to a value that just satisfies the highest pressure demand.
Caution: for nongravity condensate return systems, steam pres-
sure reset could impede condensate return (see Chapter 10, Steam
Systems, of the 2000 ASHRAE Handbook—HVAC Systems and
Equipment).
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STRATEGIES FOR AIR-HANDLING UNITS

Air Handler Sequencing and Economizer Cooling
Traditional air-handler sequencing strategies use a single PI con-

troller to control heating, cooling with outdoor air, mechanical
cooling with 100% outside air, and mechanical cooling with mini-
mum outside air. Sequencing between these different modes is
accomplished by splitting the controller output into different
regions of operation as shown in Figure 31.

Figure 31 depicts the relationship between the control signal to
the valves and dampers and the feedback controller output. The con-
troller adjusts its output to maintain the supply air temperature set
point. If output is between 100 and 200%, mechanical cooling is
used. When outdoor conditions are suitable, the outdoor air dampers
switch from minimum position (minimum ventilation air) to fully
open. For a dry-bulb economizer, this switch point occurs when
ambient air is less than a specified value. This switch point should be
less than the switch point to return to minimum outside air, to ensure
stable control. The economizer switchover temperature may be sig-
nificantly lower than the return air temperature (e.g., 5 K lower) in
humid climates where latent ventilation loads are significant. How-
ever, in dry climates, the switchover temperature may be close to the
return temperature (e.g., 24°C). An enthalpy (or wet-bulb) econo-
mizer compares the outside and return air enthalpies (or wet-bulb
temperatures) to initiate or terminate economizer operation. In gen-
eral, enthalpy economizers yield lower energy costs than dry-bulb
economizers, but require a humidity measurement. Humidity sen-
sors require regular maintenance to ensure accurate readings. When
controller output is between 0 and 100% (see Figure 31), the cooling-
coil valve is fully closed and cooling is provided by ambient air only.
In this case, the controller output modulates the position of the out-
side air dampers to maintain the set point. If the controller output sig-
nal is between –100 and 0%, the heating coil is used to maintain set
point and the outside air dampers are set at their minimum position.

A single feedback controller is difficult to tune to perform well
for all four modes of operation associated with an AHU. An alter-
native to the traditional sequencing strategy is to use three separate
feedback controllers as described by Seem et al. (1999). This ap-
proach can improve temperature control, reduce actuator usage, and
reduce energy costs. Figure 32 shows a state transition diagram for
implementing a sequencing strategy that incorporates separate feed-
back controllers.

In State 1, a feedback controller adjusts the heating valve to
maintain the supply air set-point temperature with minimum outside
air. The transition to State 2 occurs after the control signal has been
saturated at the no-heating position for a period equal to a specified
state transition delay (e.g., 3 min). In State 2, a second feedback
controller adjusts the outdoor and return air dampers to achieve set
point with heating and cooling valves closed. Transition back to

Fig. 31 AHU Sequencing Strategy with
Single Feedback Controller

Fig. 31 AHU Sequencing Strategy with
Single Feedback Controller
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State 1 only occurs after the damper control signal is saturated at its
minimum value for the state transition delay, whereas transition to
State 3 is associated with saturation at the maximum damper posi-
tion for the state transition delay. In State 3, the damper remains
fully open and a third feedback controller is used to adjust the flow
of cooling water to maintain the supply air temperature at set point.
Transition back to State 2 occurs if the controller output is saturated
at its minimum value for the state transition delay. For a dry-bulb
economizer, transition to State 4 occurs when the ambient dry-bulb
temperature is greater than the switchover temperature by a dead
band (e.g., 1 K). The feedback controller continues to modulate the
cooling-coil valve to achieve set point. Transition back to State 3
occurs when the ambient dry-bulb is less than the switchover tem-
perature (e.g., 18°C). For an enthalpy economizer, the ambient
enthalpy is compared with return air enthalpy to initiate transitions
between States 3 and 4.

Supply Air Temperature Reset for 
Constant Air Volume (CAV)

The benefits of resetting supply air temperature set points for
CAV systems are significant. Increasing the supply air set point for
cooling reduces both the cooling load and reheat required, but does
not change fan energy. In general, the set point for a CAV system
could be set at the highest value that will keep all zone temperatures
at their set points and all humidities within acceptable limits. A sim-
ple reset strategy based on this concept follows.

At each the decision interval (e.g., 5 min), the following logic can
be applied:

1. Check the controller outputs for representative zone reheat
units and determine time-averaged values over the last decision
interval.

2. If any controller output is less than a threshold value (e.g., 5%),
then decrease the supply air set point by a fixed value (e.g.,
0.25 K) and go to Step 4. Otherwise, go to Step 3.

3. If all zone humidities are acceptable and all controller outputs
are greater than a threshold value (e.g., 10%), then increase the
discharge air set point by a fixed value (e.g., 0.25 K) and go to
Step 4. Otherwise, do not change the set point.

4. Limit the set point between upper and lower limits based on com-
fort considerations.

Fig. 32 AHU Sequencing Strategy with
Multiple Feedback Controllers

Fig. 32 AHU Sequencing Strategy with
Multiple Feedback Controllers
Static Pressure Reset for Variable 
Air Volume (VAV)

Flow may be modulated in a VAV system by using dampers on
the outlet side of the fan, inlet vanes on the fan, vane-axial fans with
controllable pitch fan blades, or variable-speed control of the fan
motor. Typically, the inputs to any of these controlled devices are
modulated to maintain a duct static pressure set point as described in
Chapter 46. In a single-duct VAV system, the duct static pressure set
point is typically selected by the designer to be a fixed value. The
sensor is located at a point in the ductwork such that the established
set point will ensure proper operation of the zone VAV boxes under
varying load (supply airflow) conditions. A shortcoming of this
approach is that static pressure is controlled based on a single sensor
intended to represent the pressure available to all VAV boxes. Poor
location or malfunction of this sensor will cause operating problems.

For a fixed static pressure set point, all of the VAV boxes tend to
close as zone loads and flow requirements decrease. Therefore, flow
resistance increases with decreasing load. Significant fan energy
savings are possible if the static pressure set point is reset so that at
least one of the VAV boxes remains open. With this approach, flow
resistance remains relatively constant. Englander and Norford
(1992), Hartman (1993), and Warren and Norford (1993) proposed
several different strategies based on this concept. Englander and
Norford used simulations to show that either static pressure or fan
speed can be controlled directly using a flow error signal from one
or more zones and simple rules. Their technique forms the basis of
the following reset strategy.

At each decision interval (e.g., 5 min), the following logic can be
applied:

1. Check the controller outputs for representative VAV boxes and
determine time-averaged values over the last decision interval.

2. If any of the controller outputs are greater than a threshold value
(e.g., 98%), then increase the static pressure set point by a fixed
value (e.g., 5% of the design range) and go to Step 4. Otherwise,
go to Step 3.

3. If all of the controller outputs are less than a threshold value (e.g.,
90%), then decrease the static pressure set point by a fixed value
(e.g., 5% of the design range) and go to Step 4. Otherwise, do not
change the set point.

4. Limit the set point between upper and lower limits based on
upper and lower flow limits and the duct design.

STRATEGIES FOR BUILDING ZONE 
TEMPERATURE SET POINTS

Recovery from Night Setback or Setup
For buildings that are not continuously occupied, significant

savings in operating costs may be realized by raising the building
set-point temperature for cooling (setup) and by lowering the set
point for heating (setback) during unoccupied times. Bloomfield
and Fisk (1977) showed energy savings of 12% for a heavyweight
building and 34% for a lightweight building.

An optimal controller for return from night setback or setup
returns zone temperatures to the comfort range precisely when the
building becomes occupied. Seem et al. (1989) compared seven dif-
ferent algorithms for minimum return time. Each method requires
estimating parameters from measurements of the actual return times
from night setback or setup.

Seem et al. (1989) showed that the optimal return time for cool-
ing was not strongly influenced by the outdoor temperature. The
following quadratic function of the initial zone temperature was
found to be adequate for estimating the return time:
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where τ is an estimate of optimal return time, tz,i is initial zone tem-
perature at the beginning of the return period, and a0, a1, and a2 are
empirical parameters. The parameters of Equation (29) may be esti-
mated by applying linear least-squares techniques to the difference
between the actual return time and the estimates. These parameters
may be continuously corrected using recursive updating schemes as
outlined by Ljung and Söderström (1983).

For heating, Seem et al. found that ambient temperature has a
significant effect on the return time and that the following relation-
ship works well in correlating return times:

(30)

where ta is the ambient temperature, a0, a1, a2, and a3 are empirical
parameters, and w is a weighting function given by

(31)

where tunocc and tocc are the zone set points for unoccupied and
occupied periods. Within the context of Equation (30), this function
weights the outdoor temperature more heavily when the initial zone
temperature is close to the set-point temperature during the unoccu-
pied time. Again, the parameters of Equation (30) may be estimated
by applying linear least-squares techniques to the difference
between the actual return time and the estimates.

Ideally, separate equations should be used for zones that have
significantly different return times. Equipment operation is initiated
for the zone with the earliest return time. In a building with a central
cooling system, the equipment should be operated above some min-
imum load limit. With this constraint, some zones need to be
returned to their set points earlier than the optimum time.

Optimal start algorithms often use a measure of the building
mass temperature rather than the space temperature to determine
return time. Although use of space temperature results in lower
energy costs (i.e., shorter return time), the mass temperature may
result in better comfort conditions at the time of occupancy.

Emergency Strategy to Limit Peak 
Cooling Requirements

Keeney and Braun (1997) developed a simple control strategy
that uses building thermal mass to reduce peak cooling require-
ments in the event of a loss of a chiller. This emergency strategy is
used only on days where cooling capacity is not sufficient to keep
the building in the comfort range using night setup control. It
involves precooling the building during unoccupied times and
allowing the temperature to float through the comfort zone during
occupancy. 

The precooling control strategy is depicted in Figure 33 along
with conventional night setup control. Precooling is controlled at a
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Fig. 33 Zone Air Temperature Set Points

Fig. 33 Zone Air Temperature Set Points
constant temperature set point, tpre. The warm-up period is used to
reset the zone air temperature set point so that the cooling system
turns off without calling for heating. During this time, the zone air
warms due to lighting and equipment loads. The occupied set point
(tocc) is set at the low end of the comfort region so that the building
mass charge is held as long as cooling capacity is available. This set
point is maintained until the limit on cooling capacity is reached.
After this point, the temperatures in the zones float up and the
building thermal mass provides additional cooling. If the precool-
ing and occupied set points have been chosen properly and the
cooling capacity is sufficient, the zone conditions will remain com-
fortable throughout the occupied period. The peak cooling require-
ment can be reduced by as much as 25% using this strategy as
compared with night setup control. Thus, the loss of one of four
identical chillers could be tolerated. This strategy could also be
used for spaces such as auditoriums that have a high occupancy
density for a short period. 

The length of time and temperature for precooling and the occu-
pied temperature set point chosen for this strategy strongly influ-
ence the capacity reduction and could affect occupant comfort. A
reasonable strategy is to precool at 20°C beginning at midnight,
allow a 30 min warm-up period before occupancy, and then adjust
the occupied set point to 21°C. The zone temperature will then rise
above this set point when the chillers are operating at capacity.

Case Study. The control strategy was tested in a 130 000 m2

office building located near Chicago, Illinois. The facility has
two identical buildings with very similar internal gains and solar
radiation loads, connected by a large, separately cooled entrance
area. During tests, the east building used the existing building
control strategy while the west building used the precooling
strategy.

Four 3200 KW vapor compression chillers normally provide
chilled water to the air-handling units. Loss of one chiller results in
a 25% reduction of the total capacity. This condition was simulated
by limiting the vane position of the two chiller units that cool the
west building to 75%. The capacity limitation was imposed directly
at the chiller control panels. Set points were provided to local zone
controllers from a modern energy management and control system.
Chiller cooling loads and zone thermal comfort conditions were
monitored throughout the tests.  

Consistent with simulation predictions, the precooling control
strategy successfully limited the peak load to 75% of the cooling
capacity for the west building, while the east building operated at
100% of capacity. Figure 34 shows the total chiller coil load for the
east and west buildings for a week of testing in the middle of August
Fig. 34 Total Coil Load for East and West Chiller Units

Fig. 34 Total Coil Load for East and West Chiller Units
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1995. The cooling-coil load profile on Monday is the most dramatic
example of the load shifting during this test period. The peak cool-
ing load for this facility often occurs on Monday morning. The
cooling limit was achieved on Monday during a period in which a
heat emergency had been declared in the city. The severe ambient
conditions were compounded by a power outage that caused a loss
of the west-side chiller units for approximately 20 min. Under these
demanding conditions, the precooling strategy maintained occupant
comfort while successfully limiting cooling demand of the west side
of the building to less than 75% of that for the east side.

The east-side cooling requirement was at or below the 75%
chiller capacity target for Tuesday through Friday so the emergency
precooling strategy was not necessary. For these off-design days,
the emergency strategy was not effective in reducing the on-peak
cooling requirements because discharge of the mass was not initi-
ated when capacity was below the target. The thermal mass
remained charged so that peak reduction would occur if the target
value on the off-design days was reset to a lower value.

Precooling the top floor of the facility had already been imple-
mented into the conventional control strategy used for the east
building. This was necessary to maintain comfort conditions with
full cooling capacity on hot days. As a result, even greater peak
reduction would have been recorded if the precool strategy had been
compared with conventional night setup control. The total electrical
use was greater for the precooled west building; however, the strat-
egy was designed for an emergency and does not attempt to mini-
mize costs.

This emergency strategy should only be applied on days when
the available cooling capacity is not sufficient to maintain comfort
conditions when using night setup control. Otherwise, the costs of
providing cooling could increase significantly.

CONTROL OF COOL THERMAL STORAGE

The choice of a control strategy for a thermal storage system
results from a tradeoff between performance (i.e., operating costs)
and ease of implementation (i.e., initial costs). Chiller-priority con-
trol has the lowest implementation costs, but generally leads to the
highest operating costs. Storage-priority strategies provide superior
performance, but require the use of a forecaster and a measurement
of state of charge for storage. The rest of this section presents details
of chiller-priority, load-limiting, and a rule-based control applied to
ice storage systems. Each of these strategies shares the same proce-
dures for charging storage, but differ in the manner in which storage
is discharged. In general, the control strategies presented in this sec-
tion are appropriate for systems with utility rate structures that
include time-of-use energy and demand charges, but would not be
appropriate in conjunction with real-time pricing. Additional infor-
mation on control strategies for cool storage systems can be found
in Chapter 34, Thermal Storage.

Charging Strategies
Ice making should be initiated when both the building is unoc-

cupied and off-peak electrical rates are in effect. During the ice-
making period, the chiller should operate at full capacity. Cooling
plants for ice storage generally operate most efficiently at full load
because of the auxiliaries and the characteristics of ice-making
chillers. With feedback control of the chilled-water/glycol supply
temperature, full capacity control is accomplished by establishing a
low enough set point to ensure this condition (e.g., –7°C). 

Internal Melt Storage Tanks. The chiller should operate until
the tank reaches its maximum state of charge or the charging period
(i.e., off-peak, unoccupied period) ends. This strategy ensures that
sufficient ice will be available for the next day without the need for
a forecaster. Typically, only a small heat transfer penalty is associ-
ated with restoring a partially discharged, internal melt storage tank
to a full charge. For this type of storage device, the charging cycle
always starts with a high transfer effectiveness because water sur-
rounds the tubes regardless of the amount of ice melted. The heat
transfer effectiveness drops gradually until the new ice formations
intersect with old formations, at which point the tank is fully
recharged.

External Melt Storage Tanks. These tanks have a more signif-
icant heat transfer penalty associated with recharging after a partial
discharge because ice forms on the outside of existing formations
during charging. In this case, it is more efficient to fully discharge
the tank each day and only recharge as necessary to meet the next
day’s cooling requirements. To ensure that adequate ice is available,
the maximum possible storage capacity needed for the next day
must be forecast. The storage requirements for the next day depend
on the discharge strategy used and the building load. In general, the
state of charge for storage necessary to meet the next day’s load can
be estimated according to

(32)

where Xchg is the relative state of charge at the end of the charging
period, Cs is the maximum change in internal energy of the storage
tank that can occur during a normal discharge cycle, and 
and are forecasts of the building load and chiller cooling
requirement for the kth stage (e.g., hour) of the occupied period. The
relative state of charge is defined in terms of two reference states:
the fully discharged and fully charged conditions that correspond
to values of zero and one. These conditions are defined for a given
storage based on its particular operating strategy (ASHRAE 1997;
Elleson 1996). The fully charged condition exists when the control
stops the charge cycle as part of its normal sequence. Similarly, the
fully discharged condition is the point where no more usable cool-
ing is recovered from the tank. Typically, zero state of charge cor-
responds to a tank of water at a uniform temperature of 0°C and a
complete charge is associated with a tank having maximum ice
build at 0°C. (The fully discharged and fully charged conditions are
arbitrarily selected reference states.) In abnormal circumstances, a
storage tank can be discharged or charged beyond these conditions,
resulting in relative states of charge below zero or above one.

Hourly forecasts of the next day’s cooling requirement can be de-
termined using the algorithm described in the section on Forecast-
ing Diurnal Energy Requirements. However, long-term forecasts
are highly uncertain and a safety factor based on previous forecast
errors is appropriate (e.g., uncertainty of two or three times the stan-
dard deviation of the errors of previous forecasts). Estimates of
hourly chiller requirements should be determined using the in-
tended discharge strategy (described in the next section) and build-
ing load forecasts.

Discharging Strategies
Three discharge strategies are presented for use with utility struc-

tures having on-peak and off-peak energy and demand charges: (1)
chiller-priority control, (2) storage-priority, load-limiting control,
and (3) a rule-based strategy that uses both chiller-priority and load-
limiting strategies.

Chiller-Priority Discharge. During the storage discharge mode,
the chiller operates at full cooling capacity (or less if sufficient to
meet the load) and storage matches the difference between the
building requirement and chiller capacity. For the example system
illustrated in Figure 14, the chiller supply temperature set point tchws
is set equal to the desired supply temperature for the coils tcoil. If the
capacity of the chiller is sufficient to maintain this set point, then
storage is not used and the system operates in the direct chiller
mode. Otherwise, the storage control valve modulates the flow
through storage to maintain the supply set point, providing a cooling

Xchg

Q̂
load kI

Q̂
ch kIÓ

Cs

------------------------------------

k=1

occupied
period

∑Z

Q̂load kI
Q̂ch kI



41.30 2003 ASHRAE Applications Handbook (SI)

  
rate that matches the difference between the building load and the
maximum cooling capacity of the chillers.

This strategy is easy to implement and does not require a load
forecast. It works well for design conditions, but can result in rela-
tively high demand and energy costs for off-design conditions
because the chiller operates at full capacity during the on-peak
period.

Storage-Priority, Load-Limiting Control. Several storage-
priority control approaches ensure that storage is not depleted
prematurely. Braun (1992) presented a storage-priority control
strategy, termed load-limiting control, which tends to minimize
the peak cooling plant power demand. The operation of equip-
ment for load-limiting control during different parts of the occu-
pied period can be described as follows:

• Off-Peak, Occupied Period. During this period, the goal is to
minimize the use of storage, and the chiller-priority described in
the previous section should be applied. 

• On-Peak, Occupied Period. During this period, the goal is to
operate the chillers at a constant load while discharging the ice
storage such that the ice is completely melted when the off-peak
period begins. This requires the use of a building cooling-load
forecaster. At each decision interval (e.g., 15 min), the following
steps are applied: 

(1) Forecast the total integrated building cooling requirement 
until the end of the discharging period.

(2) Estimate the state of charge of the ice-storage tank from 
measurements.

(3) At any time, the chiller loading for load-limiting control is 
determined as

(33)

where is a forecast of the integrated building load
for the rest of the on-peak period, ∆ton is the time remaining
in the on-peak period, X is the current state of charge defined
as the fraction of the maximum storage capacity, Xmin is a
minimum allowable state of charge, Cs is the maximum pos-
sible energy that could be added to storage during discharge,
and is the minimum allowable chiller cooling
capacity. If the chiller does not need to be operated during
the remainder of the occupied, on-peak period, the mini-
mum allowable cooling capacity could be set to zero. Oth-
erwise, the cooling capacity should be set to the minimum at
which the chiller can safely operate. 

(4) Determine the chiller set-point temperature necessary to 
achieve the desired loading as

(34)

where tchwr is the temperature of water/glycol returned to the
chiller and Cchw is the capacitance rate (mass flow times spe-
cific heat) of the flow stream.

Hourly forecasts of cooling loads can be determined using the
algorithm described in the section on Forecasting Diurnal Energy
Requirements. The hourly forecasts are then integrated to give a
forecast of the total cooling requirement. To ensure sufficient cool-
ing capacity, a worst-case forecast of cooling requirements could be
estimated as the sum of the best forecast and two or three times the
standard deviation of the errors of previous forecasts.

Rule-Based Controller. Drees and Braun (1996) presented a
rule-based controller that combines elements of chiller-priority and
storage-priority strategies, along with a demand-limiting algorithm
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to achieve near-optimal control. The demand-limiting algorithm
requires a measurement of the total building electrical use. A sim-
pler strategy is described here that does not require this measure-
ment and yields equivalent performance whenever the peak demand
for the billing period is coincident with the peak cooling load.

Figure 35 shows a flowchart for the discharge strategy that is
applied during each decision interval (e.g., 15 min) during the occu-
pied period. Block 1 determines whether the use of storage should
be maximized or minimized. Block 2 is used if the use of storage
lowers daily energy costs and storage is sufficient to meet the
remainder of the load for the occupied period without operating the
chillers. Otherwise, the goal of the strategy in Block 3 is to minimize
the use of storage while keeping the peak load below a limit. This
strategy tends to keep the chiller(s) heavily loaded (and therefore
operating efficiently) until they are no longer needed. The logic in
each block is as follows:

• Block 1: Discharge Strategy Selection. The discharge of storage
will not reduce the energy cost whenever the cost of replenishing
the ice is greater than the cost of providing direct cooling by the
chiller(s). This situation is always the case during the off-peak,
occupied period because the electricity rates are the same as those
associated with the charging period and chillers are less efficient
in ice-making mode than when providing direct cooling. Further-
more, during the on-peak, occupied period, using storage gener-
ally reduces energy costs whenever the following criterion holds:

ECR > COPd /COPc (35)

where ECR is the ratio of on-peak to off-peak energy charges and
COPd and COPc are coefficients of performance for the cooling
plant (including chiller, pumps, and cooling tower fans) during
discharging and charging of the tank. The COPs should be evalu-
ated at the worst-case charging and discharging conditions asso-
ciated with the design day. Typically, this ratio is between about
1.2 and 1.8 for systems with cooling towers. However, the ratio
can be lower for systems with air-cooled condensers in dry cli-
mates, because of cool nighttime temperatures.

If the criterion of Equation (35) is satisfied, control will switch
from chiller-priority to storage-priority strategy whenever the
storage capacity is greater than the remaining integrated load.
Therefore, storage-priority control is enabled whenever

(36)

Hourly forecasts of cooling loads can be determined using the
algorithm described in the section on Forecasting Diurnal Energy
Requirements and then integrated to give a forecast of the total
cooling requirement. To ensure that adequate ice is available,
worst-case hourly forecasts can be determined by adding the

Fig. 35 Flowchart for Rule-Based
Controller Discharge Strategy

Fig. 35 Flowchart for Rule-Based
Controller Discharge Strategy
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expected value of the hourly forecasts and the forecast errors
associated with a specified confidence interval (e.g., two standard
deviations for a 95% confidence interval). The worst-case hourly
forecasts can then be integrated to give a worst-case integrated
forecast.

• Block 2: Maximum Use of Storage. In this mode, the chillers are
turned off and storage is used to meet the entire load throughout
the remainder of the occupied period. However, a chiller may
need to be turned on if the storage discharge rate is not sufficient
to meet the building load (i.e., the coil supply temperature set
point can not be maintained).

• Block 3: Minimize Use of Storage with Peak Load Limiting.
At any time, a target chiller load is determined as

(37)

where  is the peak chiller cooling requirement that has
occurred during the on-peak period for the current billing
period,  is the chiller load associated with load-limiting
control and determined with Equation (33), and  is the
current building load. The chiller set-point temperature necessary
to achieve the desired loading is determined as

(38)

On the first day of each billing period, is set to zero. For
this first day, applying Equation (37) leads to the load-limiting
control strategy described in the previous section. On subsequent
days, load-limiting control is used only if the current peak limit
would lead to premature depletion of storage. Whenever the cur-
rent load is less than and , Equations (37) and
(38) lead to chiller-priority control.

FORECASTING DIURNAL 
ENERGY REQUIREMENTS

As discussed previously, forecasts of cooling requirements and
electrical use in buildings are often necessary for the control of ther-
mal storage to shift electrical use from on-peak to off-peak periods.
In addition, forecasts can help plant operators anticipate major
changes in operating modes, such as bringing additional chillers
on-line.

In most methods, future predictions are estimated as a function of
time-varying input variables that affect cooling requirements and
electrical use. Examples of inputs that affect building energy use
include: (1) ambient dry-bulb temperature, (2) ambient wet-bulb
temperature, (3) solar radiation, (4) building occupancy, and (5)
wind speed. Methods that include time-varying measured input
variables are often termed deterministic methods.

Not all inputs affecting cooling requirements and electric use are
easily measured. For instance, building occupancy is difficult to de-
termine and solar radiation measurements are expensive. In addition,
the accuracy of forecast models that use deterministic inputs depends
on the accuracy of future predictions of the inputs. As a result, most
inputs that affect building energy use are typically not used.

Much of the time-dependent variation in cooling loads and elec-
trical use for a building can be captured with time as a deterministic
input. For instance, building occupancy follows a regular schedule
that depends on time of day and time of year. In addition, variations
in ambient conditions follow a regular daily and seasonal pattern.
Many forecasting methods use time in place of unmeasured deter-
ministic inputs in a functional form that captures the average time
dependence of the variation in energy use.

A deterministic model has limited accuracy for forecasts due to
both unmeasured and unpredictable (random) input variables.
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Short-term forecasts can be improved significantly by adding pre-
vious values of deterministic inputs and previous output measure-
ments (cooling requirements or electrical use) as inputs to the
forecasting model. The time history of these inputs provides valu-
able information about recent trends in the time variation of the
forecasted variable and the unmeasured input variables that affect it.
Most forecasting methods use variables that reflect past history to
predict the future.

Any forecasting method requires that a functional form is
defined and the parameters of the model are learned based on mea-
sured data. Either offline or online methods can be used to estimate
parameters. Offline methods involve estimating parameters from a
batch of collected data. Typically, parameters are determined by
minimizing the sum of squares of the forecast errors. The parame-
ters of the process are assumed to be constant over time in the
off-line methods. Online methods allow the parameters of the fore-
casting model to vary slowly with time. Again, the sum of squares
of the forecast errors is minimized, but sequentially or recursively.
Often, a forgetting factor is used to give additional weight to the
recent data. The ability to track time-varying systems can be impor-
tant when forecasting cooling requirements or electric use in build-
ings because of the influence of seasonal variations in weather.

Forrester and Wepfer (1984) presented a forecasting algorithm
that uses current and previous ambient temperatures and previous
loads to predict future requirements. Trends on an hourly time scale
are accounted for with measured inputs for a few hours preceding
the current time. Day-to-day trends are considered by using the
value of the load that occurred 24 h earlier as an input. One of the
major limitations of this model is its inability to accurately predict
loads when an occupied day (e.g., Monday) follows an unoccupied
(e.g., Sunday) or when an unoccupied day follows an occupied day
(e.g., Saturday). The cooling load for a particular hour of the day on
a Monday depends very little on the requirement 24 h earlier on
Sunday. Forrester and Wepfer (1984) described a number of meth-
ods for eliminating this 24 h indicator. MacArthur et al. (1989) also
presented a load profile prediction algorithm that uses a 24 h
regressor.

Armstrong et al. (1989) presented a very simple method for fore-
casting either cooling or electrical requirements that does not use the
24 h regressor; Seem and Braun (1991) further developed and vali-
dated this method. The “average” time-of-day and time-of-week
trends are modeled using a lookup table with time of day and type of
day (e.g., occupied versus unoccupied) as the deterministic input
variables. Entries in the table are updated using an exponentially
weighted, moving-average model. Short-term trends are modeled
using previous hourly measurements of cooling requirements in an
autoregressive (AR) model. Model parameters adapt to slow changes
in system characteristics. The combination of updating the table and
modifying model parameters works well in adapting the forecasting
algorithm to changes in season and occupancy schedule.

Kreider and Wang (1991) used artificial neural networks (ANNs)
to predict energy consumption of various HVAC equipment in a
commercial building. Data inputs to the ANN included (1) previous
hour's electrical power consumption, (2) building occupancy, (3)
wind speed, (4) ambient relative humidity, (5) ambient dry-bulb
temperature, (6) previous hour’s ambient dry-bulb temperature, (7)
two hours’ previous ambient temperature, and (8) sine and cosine of
the hour number to roughly represent the diurnal change of temper-
ature and solar insolation. The primary purpose in developing these
models was to detect changes in equipment and system performance
for monitoring purposes. However, the authors suggested that an
ANN-based predictor might be valuable when used to predict
energy consumption in the future with a network based on recent
historical data. Forecasts of all deterministic input variables are nec-
essary to apply this method.

Gibson and Kraft (1993) used an ANN to predict building elec-
trical consumption as part of the operation and control of a thermal
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energy storage (TES) cooling system. The ANN used the following
inputs: (1) electric demand of occupants (lighting and other loads),
(2) electric demand of TES cooling tower fans, (3) outside ambient
temperature, (4) outside ambient temperature-inside target temper-
ature, (5) outside ambient relative humidity, (6) on-off status for
building cooling, (7) cooling system on-off status, (8) Chiller #1
direct-cooling mode on-off status, (9) chiller #2 direct-cooling
mode on-off status, (10) ice storage-discharging mode on-off status,
(11) ice storage-charging mode on-off status, (12) chiller #1 charg-
ing mode on-off status, and (13) chiller #2 charging mode on-off
status. To use this forecaster, values of each of these inputs must be
predicted. Although the authors suggest that average occupancy
demand profile be used as an input, they do not state how the other
input variables should be forecast.

A Forecasting Algorithm

This section presents an algorithm for forecasting hourly cooling
requirements or electrical use in buildings that is based on the
method developed by Seem and Braun (1991). At a given hour n, the
forecast value is

(39)

where
= forecast cooling load or electrical use for hour n

= stochastic or probabilistic part of forecast for hour n

= deterministic part of forecast at hour n associated with hth hour 
of day and current day type d

The deterministic part of the forecast is simply a lookup table for
the forecasted variable in terms of hour of the day h and the type of
day d. Seem and Braun recommend using three distinct day types:
unoccupied days, occupied days following unoccupied days, and
occupied days following occupied days. The three day types
account for differences between the building responses associated
with return from night setup and return from weekend setup. The
building operator or control engineer must specify the number of
day types and a calendar of day types.

Given the hour of the day and the day type, the deterministic part
of the forecast is simply the value stored in that location in the table.
Table entries are updated when a new measurement becomes avail-
able for that hour and day type. Updates are accomplished through
the use of an exponentially weighted, moving-average (EWMA)
model as

(40)

where
E(n) = measured value of cooling load or electrical use for current 

hour n
λ = exponential smoothing constant, 0 < λ < 1

= previous table entry for 

As λ increases, the more recent observations have more influ-
ence on the average. As λ approaches zero, the table entry ap-
proaches the average of all data for that hour and day type. When
λ equals one, the table entry is updated with the most recent mea-
sured value. Seem and Braun recommend using a value of 0.30
for λ in conjunction with three day types and 0.18 with two day
types.

The stochastic portion of the forecast is estimated with a third-
order autoregressive model, AR(3), of forecasting errors associated
with the deterministic model. With this model, an estimate of the
next hour’s error in the deterministic model forecast is given by the
following equation:
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where
X(n) = difference between measurement and deterministic forecast of 

cooling load or electrical use at any hour n
φ1, φ2, φ3 = parameters of AR(3) model that must be learned

The error in the deterministic forecast at any hour is simply

(42)

For forecasting more than one hour ahead, conditional expecta-
tion is used to estimate the deterministic model forecast errors using
the AR(3) model as follows:

(43)

Online estimation of the AR(3) model parameters is accom-
plished by minimizing the following time-dependent cost func-
tion:

(44)

where the constant α is called the forgetting factor and has a value
between 0 and 1. With this formulation, the residual for the current
time step has a weight of one and the residual for k time steps back
has a weight of αk. By choosing a value of α that is positive and less
than one, recent data have greater influence on the parameter esti-
mates. In this manner, the model can track changes due to seasonal
or other effects. Seem and Braun recommend using a forgetting fac-
tor of 0.99. Parameters of the AR(3) model should be updated at
each hour when a new measurement becomes available.

Ljung and Söderström (1983) describe online estimation meth-
ods for determining coefficients of an AR model. The parameter
estimates should be evaluated for stability. If an AR model is not
stable, then the forecasts will grow without bound as the time of
forecasts increases. Ljung and Söderström discuss methods for
checking stability.

Seem and Braun compared forecasts of electrical usage with
both simulated and measured data. Figure 36 shows the standard
deviation of the 1 h through 24 h errors in electrical use forecasts for
annual simulation results. Results are given for the deterministic
model alone, deterministic plus AR(2), and deterministic plus
AR(3). For the combined models, the standard deviation of the
residuals increases as the forecast length increases. For short time
steps (i.e., less than 6 h), the combined deterministic and stochastic
models provide much better forecasts than the purely deterministic
model (i.e., lookup table).

Seem and Braun also investigated a method for adjusting the
deterministic forecast based on using Weather Service forecasts of
maximum daily ambient temperature as an input. For short periods
(i.e., less than 4 h), forecasts for the temperature-dependent model
were nearly identical to forecasts for the temperature-independent
model. For longer periods, the temperature-dependent model pro-
vided better forecasts than the temperature-independent model.
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CONTROL OPTIMIZATION METHODS

STATIC OPTIMIZATION

Optimal supervisory control of cooling equipment involves de-
termining the control that minimizes the total operating cost. For an
all-electric system without significant storage, cost optimization
leads to minimization of power at each instant in time. Optimal con-
trol does depend on time, through changing cooling requirements
and ambient conditions. Static optimization techniques applied to a
general simulation can be used to determine optimal supervisory
control variables. The simulation may be based on physical or em-
pirical models. However, for control variable optimization, empiri-
cal and semi-empirical models are often used where variables are
estimated from measurements. This section presents a framework
for determining optimal control and a simplified approach for esti-
mating control laws for cooling plants.

General Static Optimization Problem
Figure 37 depicts the general nature of the static optimization

problem for a system of interconnected components. Each compo-
nent in a system is represented as a separate set of mathematical
relationships organized into a computer model. Its output variables
and operating cost are functions of parameter, input, output, uncon-
trolled, and controlled variables. The structure of the complete set of
equations to be solved for the entire system is dictated by the man-
ner in which the components are interconnected.

The problem is formally stated as the minimization of the sum of
the operating costs of each component Ji with respect to all discrete
and continuous controls or

Minimize

(45)

with respect to M and u, subject to equality constraints of the form

(46)

Fig. 36 Standard Deviation of Annual Errors for 1 to 24 h
Ahead Forecasts

Fig. 36 Standard Deviation of Annual Errors
for 1 to 24 h Ahead Forecasts
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and inequality constraints of the form

(47)

where, for any component i,
xi = vector of input stream variables
yi = vector of output stream variables
fi = vector of uncontrolled variables

Mi = vector of discrete control variables
ui = vector of continuous control variables
Ji = operating cost
gi = vector of equality constraints
hi = vector of inequality constraints

Typical input and output stream variables for thermal systems are
temperature and mass flow rate. Uncontrolled variables are measur-
able quantities that may not be controlled, but that affect component
outputs and/or costs, such as ambient dry-bulb and wet-bulb tem-
perature.

Both equality and inequality constraints arise in the optimization
of chilled-water systems. One example of an equality constraint that
arises when two or more chillers are in operation is that the sum of
their loads must equal the total load. The simplest type of inequality
constraint is a bound on a control variable. For example, lower and
upper limits are necessary for the chilled-water set temperature, to
avoid freezing in the evaporator and to provide adequate dehumid-
ification for the zones. Any equality constraint may be rewritten in
the form of Equation (46) such that when it is satisfied, the con-
straint equation is equal to zero. Similarly, inequality constraints
may be expressed as Equation (47), so that the constraint equation is
greater than or equal to zero to avoid violation.

Braun (1988) and Braun et al. (1989b) presented a component-
based nonlinear optimization and simulation tool and used it to
investigate optimal performance. Each component is represented as
a separate subroutine with its own parameters, controls, inputs, and
outputs. The optimization problem is solved efficiently by using
second-order representations for costs that arise from curve-fits or
Taylor-series approximations. Application of the component-based
optimization led to many guidelines for control and a simplified
system-based optimization methodology. In particular, the results

Fig. 37 Schematic of Modular Optimization Problem

Fig. 37 Schematic of Modular Optimization Problem
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showed that optimal set points could be correlated as a linear func-
tion of load and ambient wet-bulb temperature.

Cumali (1988, 1994) presented a method for real-time global
optimization of HVAC systems including the central plant and asso-
ciated piping and duct networks. The method uses a building load
model for the zones based on a coupled weighting-factor method
similar to that used in DOE-2. Variable time steps are used to predict
loads over a 5 to 15 min period. The models are based on thermo-
dynamic, heat transfer, and fluid mechanics fundamentals and are
calibrated to match actual performance, using data obtained from
the building and plant. Pipe and duct networks are represented as
incidence and circuit matrices, and both dynamic and static losses
are included. Coupling fluid energy transfers with zone loads is
done using custom weighting factors calibrated for each zone. The
resulting equations are grouped to represent feasible equipment
allocations for each range of building loads, and solved using a non-
linear solver. The objective function is the cost of delivering or
removing energy to meet the loads, and is constrained by the com-
fort criteria for each zone. The objective function is minimized
using the reduced gradient method, subject to constraints on com-
fort and equipment operation. Optimization starts with the feasible
points as determined by a nonlinear equation solver for each com-
bination of equipment allocation. The values of set points that min-
imize the objective function are determined; the allocation with the
least cost is the desired operation mode. Results obtained from this
approach have been applied to high-rise office buildings in San
Francisco with central plants, VAV, dual-duct, and induction sys-
tems. Electrical demand reductions of 8 to 12% and energy savings
of 18 to 23% were achieved.

Simplified System-Based Optimization Approach

The component-based optimization method presented by Braun
et al. (1989b) was used to develop a simpler method for determining
optimal control. The method involves correlating overall cooling
plant power consumption using a quadratic functional form. Mini-
mizing this function leads to linear control laws for control variables
in terms of uncontrolled variables. The technique may be used to
tune parameters of the cooling tower and chilled-water reset strate-
gies presented in the section on Supervisory Control Strategies and
Tools. It may also be used to define strategies for supply air temper-
ature reset for VAV systems and flow control for variable-speed con-
denser water pumps. 

In the vicinity of any optimal control point, plant power con-
sumption may be approximated as a quadratic function of the
continuous control variables for each of the operating modes (i.e.,
discrete control mode). A quadratic function also correlates power
consumption in terms of uncontrolled variables (i.e., load, ambi-
ent temperature) over a wide range of conditions. This leads to the
following general functional relationship between overall cooling
plant power and the controlled and uncontrolled variables:

(48)

where J is the total plant power, u is a vector of continuous and free
control variables, f is a vector of uncontrolled variables, M is a vec-
tor of discrete control variables, and the superscript T designates the
transpose vector. A, C, and E are coefficient matrices, b and d are
coefficient vectors, and g is a scalar. The empirical coefficients of
this function depend on the operating modes so that these constants
must be determined for each feasible combination of discrete con-
trol modes.

A solution for the optimal control vector that minimizes power
may be determined analytically by applying the first-order condi-
tion for a minimum. Equating the Jacobian of Equation (48) with
respect to the control vector to zero and solving for the optimal con-
trol set points gives
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u* = k + Kf (49)

where k = –A–1b/2 (50)

K = –A–1E/2 (51)

The cost associated with the unconstrained control of Equation
(49) is

J* = f Tθf + σTf + τ (52)

where θ = KTAk + EK + C (53)

σ = 2KAk + Kb + Ek + d (54)

τ = KTAk + bTk + g (55)

The control defined by Equation (49) results in a minimum
power consumption if A is positive definite. If this condition holds
and if the system power consumption is adequately correlated with
Equation (48), then Equation (49) dictates that the optimal con-
tinuous, free control variables vary as a nearly linear function of
the uncontrolled variables. However, a different linear relationship
applies to each feasible combination of discrete control modes.
The minimum cost associated with each mode combination must
be computed from Equation (52) and compared to identify the
minimum.

Uncontrolled Variables. As discussed in the background sec-
tion, optimal control variables primarily depend on ambient wet-
bulb temperature and total chilled-water load. The load affects the
heat transfer requirements for all heat exchangers, whereas the wet-
bulb temperature affects chilled- and condenser water temperatures
necessary to achieve a given heat transfer rate. As discussed in the
section on Supervisory Control Strategies and Tools, cooling coil
heat transfer depends on the coil entering wet-bulb temperature.
However, this reduces to an ambient wet-bulb temperature depen-
dence for a given ventilation mode (e.g., minimum outside air or
economizer) and fixed zone conditions. Thus, separate cost func-
tions are necessary for each ventilation mode, with load and ambi-
ent wet bulb as uncontrolled variables. Alternatively, for a specified
ventilation strategy (e.g., the economizer strategy from the section
on Supervisory Control Strategies and Tools), three uncontrolled
variables could be used for all ventilation modes: load, ambient
wet-bulb temperature, and average cooling-coil inlet wet-bulb tem-
perature.

Additional uncontrolled variables that could be important if
varied over a wide range are the individual zone latent-to-sensi-
ble load ratios and the ratios of individual sensible zone loads to
the total sensible loads for all zones. However, these variables are
difficult to determine from measurements and are of secondary
importance.

Free Control Variables. The number of independent or “free”
control variables in the optimization can be reduced significantly by
using the simplified strategies presented in the section on Supervi-
sory Control Strategies and Tools. For instance, the optimal static
pressure set point for a VAV system should keep at least one VAV
box fully open and should not be considered as a free optimization
variable. Similarly, supply air temperature for a CAV system should
be set to minimize reheat. Additional near-optimal guidelines were
presented for sequencing of cooling tower fans, sequencing of chill-
ers, loading of chillers, reset of pressure differential set point for
variable-speed pumping, and chilled-water reset with fixed-speed
pumping. Furthermore, Braun et al. (1989a) showed that using iden-
tical supply air set points for multiple air handlers gives near-
optimal results for VAV systems.

For all variable-speed auxiliary equipment (i.e., pumps and
fans), the free set-point variables to use in Equation (48) could be
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reduced to the following: (1) supply air set temperature, (2) chilled-
water set temperature, (3) tower airflow relative to design capacity,
and (4) condenser water flow relative to design capacity. All other
continuous supervisory control variables are dependent on these
variables with the simplified strategies presented in the section on
Supervisory Control Strategies and Tools.

Some of the dependent control variables may be discrete control
variables. For instance, variable-flow pumping may be imple-
mented with multiple fixed- and variable-speed pumps where the
number of operating pumps is a discrete variable that will change
when a variable-speed pump reaches its capacity. These discrete
changes could lead to discrete changes in cost because of changes in
overall pump efficiency. However, this has a relatively small effect
on overall power consumption and may be neglected in fitting the
overall cost function to changes in the control variables.

Some discrete control variables may also be independent vari-
ables. In general, different cost functions arise for all operating
modes consisting of each possible combination of discrete control
variables. With all variable-speed pumps and fans, the only signifi-
cant discrete control variable is the number of operating chillers.
Then, optimization involves determining optimal values of only
four continuous control variables for each of the feasible chiller
modes. A chiller mode defines which of the available chillers are to
be online. The chiller mode giving the minimum overall power con-
sumption represents the optimum. For a chiller mode to be feasible,
the specified chillers must operate safely within their capacity and
surge limits. In practice, abrupt changes in the chiller modes should
also be avoided. Large chillers should not be cycled on or off except
when the savings associated with the change are significant.

Using fixed-speed equipment reduces the number of free contin-
uous control variables. For instance, supply air temperature is
removed as a control variable for CAV systems, and chilled-water
temperature is not included for fixed-speed chilled-water pumping.
However, for multiple chilled-water pumps not dedicated to chill-
ers, the number of operating pumps can become a free discrete con-
trol variable. Similarly, for multiple fixed-speed cooling tower fans
and condenser water pumps, each of the discrete combinations can
be considered as a separate mode. However, for multiple cooling
tower cells with multiple fan speeds, the number of possible com-
binations may be large. A simpler approach that works satisfactorily
is to treat relative flows as continuous control variables during the
optimization and to select the discrete relative flow that is closest to
the optimal value. At least three relative flows (discrete flow modes)
are necessary for each chiller mode to fit the quadratic cost function.
The number of possible sequencing modes for fixed-speed pumps is
generally much more limited than that for cooling tower fans, with
two or three possibilities (at most) for each chiller mode. In fact,
with many current designs, individual pumps are physically coupled
with chillers, and it is impossible to operate more or fewer pumps
than the number of operating chillers. Thus, it is generally best to
treat the control of fixed-speed condenser water pumps with a set of
discrete control possibilities rather than use a continuous control
approximation.

Training. The coefficients of Equation (48) must be determined
empirically, and a variety of approaches have been proposed. One
approach is to apply regression techniques directly to measurements
of total power consumption. Because the cost function is linear with
respect to the empirical coefficients, linear regression techniques
may be used. A set of experiments can be performed over the
expected range of operating conditions. Large amounts of data that
include the entire range must be taken to account for measurement
uncertainty. The regression could possibly be performed online
using least-squares recursive parameter updating (Ljung and Söder-
ström 1983).

Rather than fitting empirical coefficients of the system-cost func-
tion of Equation (48), the coefficients of the optimal control Equa-
tion (49) and the minimum-cost function of Equation (52) may be
estimated directly. At a limited set of conditions, optimal values of
the continuous control and free variables may be estimated through
trial-and-error variations. Only three independent conditions are
necessary to determine coefficients of the linear control law given
by Equation (49) if the load and wet bulb are the only uncontrolled
variables. The coefficients of the minimum cost function can then be
determined from system measurements with the linear control law
in effect. The disadvantage of this approach is that there is no direct
way to handle physical constraints on the controls. 

Summary and Constraint Implementation. The methodology
for determining the near-optimal control of a chilled-water system
may be summarized as follows:

1. Change the chiller operating mode if system operation is at the
limits of chiller operation (near surge or maximum capacity).

2. For the current set of conditions (load and wet bulb), estimate the
feasible modes of operation that avoid operating the chiller and
condenser pump at their limits.

3. For the current operating mode, determine optimal values of the
continuous controls using Equation (49).

4. Determine a constrained optimum if controls exceed their
bounds.

5. Repeat Steps 3 and 4 for each feasible operating mode.
6. Change the operating mode if the optimal cost associated with

the new mode is significantly less than that associated with the
current mode.

7. Change the values of the continuous control variables. When
treating multiple-speed fan control with a continuous variable,
use the discrete control closest to the optimal continuous value.

If the linear optimal control Equation (49) is directly determined
from optimal control results, then the constraints on controls may be
handled directly. Otherwise, a simple solution is to constrain the
individual control variables as necessary and neglect the effects of
the constraints on the optimal values of the other controls and the
minimum cost function. The variables of primary concern for con-
straints are the chilled-water and supply air set temperatures. These
controls must be bounded for proper comfort and safe operation of
the equipment. On the other hand, cooling tower fans and condenser
water pumps should be sized so the system performs efficiently at
design loads, and constraints on control of this equipment should
only occur under extreme conditions.

The optimal value of the chilled-water supply temperature is
coupled to the optimal value of the supply air temperature, so decou-
pling these variables in evaluating constraints is generally not justi-
fied. However, optimization studies indicate that when either
control is operated at a bound, the optimal value of the other free
control is approximately bounded at a value that depends only on
the ambient wet-bulb temperature. The optimal value of this free
control (either chilled-water or supply air set point) may be esti-
mated at the load at which the other control reaches its limit. Cou-
pling between optimal values of the chilled-water and condenser
water loop controls is not as strong; interactions between constraints
on these variables may be neglected.

Case Studies. Braun et al. (1987) correlated the power consump-
tion of the Dallas-Ft. Worth airport chiller, condenser pumps, and
cooling tower fans with the quadratic cost function given by Equa-
tion (48) and showed good agreement with data. Because the
chilled-water loop control was not considered, the chilled-water set
point was treated as a known uncontrolled variable. The discrete
control variables associated with the four tower cells with two-speed
fans and the three condenser pumps were treated as continuous con-
trol variables. The optimal control determined by the near-optimal
Equation (49) also agreed well with that determined using a nonlin-
ear optimization applied to a detailed simulation of the system.

In subsequent work, Braun et al. (1989b) considered complete
system simulations (cooling plant and air handlers) to evaluate the
performance of the quadratic, system-based approach. A number of
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different system characteristics were considered. Figures 20, 25, 38,
and 39 show comparisons between the controls as determined with
the component-based and system-based methods for a range of
loads, for a relatively low and high ambient wet-bulb temperature
(16°C and 27°C).

In Figures 25 and 38, optimal values of the chilled-water and
supply air temperatures are compared for a system with variable air
and water flow. The near-optimal control equation provides a good
fit to the optimization results for all conditions considered. The
chilled-water temperature was constrained between 3 and 13°C,
while the supply air set point was allowed to float freely. Figures 25
and 38 show that, for the conditions where the chilled-water tem-
perature is constrained, the optimal supply air temperature is also
nearly bounded at a value that depends on the ambient wet bulb.

Optimal relative cooling tower air and condenser water flow
rates are compared in Figures 20 and 39 for a system with variable-
speed cooling tower fans and condenser water pumps. Although the
optimal controls are not exactly linear functions of the load, the lin-
ear control equation provides an adequate fit. The differences in
these controls result in insignificant differences in overall power
Fig. 38 Comparisons of Optimal Supply Air Temperature

Fig. 38 Comparisons of Optimal Supply Air Temperature
Fig. 39 Comparisons of Optimal Condenser Pump Control

Fig. 39 Comparisons of Optimal Condenser Pump Control
consumption, because, as discussed in the background section, the
optimum is extremely flat with respect to these variables. The
nonlinearity of the condenser loop controls is partly due to the con-
straints imposed on the chilled-water set temperature. However, this
effect is not very significant. Figures 20 and 39 also suggest that the
optimal condenser loop control is not very sensitive to ambient wet-
bulb temperature.

DYNAMIC OPTIMIZATION

The optimal supervisory control for storage is a complex func-
tion of such factors as utility rates, load profile, chiller character-
istics, storage characteristics, and weather. For a utility rate
structure that includes both time-of-use energy and demand
charges, the optimal strategy can depend on variables that extend
over a monthly time scale. The overall problem of minimizing the
utility cost over a billing period (e.g., a month) can be mathemati-
cally described as follows:

Minimize

(56)

with respect to the control variables (u1,u2, … ,uN) and subject to the
following constraints for each stage k:

(57)

(58)

(59)

(60)

where J is the utility cost associated with the billing period (e.g., a
month); ∆τ is the stage time interval (typically equal to the time win-
dow over which demand charges are levied, e.g., 0.25 h); N is the
number of time stages in a billing period, and for each stage k, P is
the average building electrical power (kW); E is the energy cost rate
or cost per unit of electrical energy ($/kWh); D is the demand charge
rate or cost per peak power rate over the billing period ($/kW); u is
the control variable that regulates the rate of energy removal from or
addition to storage over the stage; umax is the maximum value for u;
umin is the minimum value for u; x is the state of storage at the end
of the stage; xmax is the maximum admissible state of storage; xmin
is the minimum admissible state of storage; and f is a state equation
that relates the state of storage at stage k to the previous state and
current control.

The first and second terms in Equation (56) are the total cost of
energy use and building demand for the billing period. Both the
energy and demand cost rates can vary with time, but typically have
two values associated with on- and off-peak periods. An even more
complex cost optimization results if the utility includes ratchet
clauses in which the demand charge is the maximum of the monthly
peak demand cost and some fraction of the previous monthly peak
demand cost during the cooling season. With real-time pricing, the
demand charge, which is the second term in Equation (56), might
not exist and the hourly energy rates would vary over time according
to the generation costs.

For ice or chilled-water storage systems, the control variable
could be the rate at which energy is added or removed from storage.
In this case, the constraint given by Equation (57) arises from limits
that depend on the chiller and storage heat exchanger and can also
depend on the state of storage. For use of building thermal mass, the
control variable could be the zone temperature(s) and the constraint
of Equation (57) would be associated with comfort considerations
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or capacity constraints. Different comfort limits would probably
apply for occupied and unoccupied periods.

The equality constraint of Equation (58) is termed the state equa-
tion. The state of storage at any stage k is a function of the previous
state (xk–1), the control (uk), and other time-dependent factors (e.g.,
ambient temperature). For lumped storage systems (e.g., ice), the
state of storage can be characterized with a single-state variable.
However, for a distributed storage (e.g., a building structure), mul-
tiple-state equations may be necessary to properly characterize the
dynamics. The state of storage is also constrained to be between
states associated with full discharge and full charge [Equation (59)].
The constraint of Equation (60) forces a steady-periodic solution to
the problem. This constraint becomes less important as the length of
analysis increases.

To determine a control strategy for charging and discharging
storage that minimizes utility cost, Equation (56) must be mini-
mized over the entire billing period because of the influence of the
demand charge. Alternatively, the optimization problem can be
posed as a series of shorter-term (e.g., daily or weekly) optimiza-
tions with a constraint on the peak demand charge according to

Minimize

(61)

with respect to the control variables (u1, u2, . . . , uN) and a billing
period target demand cost (TDC) and subject to the constraints of
Equations (57) through (60) and the following equation:

(62)

The constraint expressed in Equation (62) arises from the form of
the cost function chosen for Equation (61). At each stage, the
demand cost must be less than or equal to the peak demand cost for
the billing period. The peak or target demand cost TDC is an opti-
mization variable that affects both energy and demand costs. Using
Equation (61) rather than Equation (56) simplifies the numerical
solution.

Two types of solutions to the optimization problem are of inter-
est: (1) minimum billing-period operating cost and (2) minimum
energy cost for a specified target demand cost (TDC) and short-term
horizon (e.g., a day). The first problem is useful for benchmarking
the best control and minimum cost through simulation, but is not
useful for online control because forecasts beyond a day are unreli-
able. Mathematical models of the building, equipment, and storage
can be used to estimate load requirements, power, and state of stor-
age. The second solution can be used for online control in conjunc-
tion with a system model and forecaster.

For minimum operating costs (first optimization problem), N + 1
variables must be determined to minimize the cost function of Equa-
tion (61) over the length of the billing period. For a given value of
TDC, minimization of Equation (61) with respect to the N charging
(and discharging) control variables may be accomplished using
dynamic programming (Bellman 1957) or some other direct search
method. The primary advantages of dynamic programming are that
it handles constraints on both state and control variables in a
straightforward manner and also guarantees a global minimum.
However, the computation becomes excessive if more than one state
variable is needed to characterize storage. The N-variable optimiza-
tion problem is resolved at each iteration of an outer loop optimiza-
tion for TDC. Brent’s algorithm (1973) is a robust method for
solving the one-dimensional optimization for the demand target
because it does not require derivative information. This is important
because TDC appears as an inequality constraint in the dynamic
programming solution and may not always be triggered.
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For shorter-term optimizations (second optimization problem),
dynamic programming can still be used to minimize Equation (61)
with respect to the N charging (and discharging) control variables
for a specified TDC. However, an optimal value for TDC cannot be
determined when demand charges are imposed. For ice storage,
Drees and Braun (1996) found that a simple and near-optimal
approach is to set TDC to zero at the beginning of each billing
period. Therefore, the optimizer minimizes the demand cost for the
first optimization period (e.g., a day) and then uses this demand as
the target for the billing period unless it is exceeded. For online opti-
mization, the optimization problem can be resolved at regular inter-
vals (e.g., 1 h) during each day’s operation.

Ice Storage Control Optimization
Several researchers have studied optimal supervisory control of

ice storage systems. Braun (1992) solved daily optimization prob-
lems for two limiting cases: minimum energy (i.e., no demand
charge) and minimum demand (no energy charge). Results of the
optimizations for different days and utility rates were compared
with simple chiller-priority and load-limiting control strategies (see
the section on Supervisory Control Strategies and Tools). For the
ice-on-pipe system considered, load-limiting control was found to
be near optimal for both energy and demand costs with on-peak to
off-peak energy cost ratios greater than about 1.4.

Drees and Braun (1996) solved both daily and monthly optimiza-
tion problems for a range of systems with internal-melt area-con-
strained ice storage tanks. The optimization results were used to
develop rules that became part of a rule-based, near-optimal control-
ler presented in the section on Supervisory Control Strategies and
Tools. For a range of partial-storage systems, load profiles, and util-
ity rate structures, the monthly electrical costs for the rule-based con-
trol strategy were, on average, within about 3% of the optimal costs.

Henze et al. (1997a) developed a simulation environment that
determines the optimal control strategy to minimize operating cost,
including energy and demand charges, over the billing period. A
modular cooling plant model was used that includes three compres-
sor types (screw, reciprocating, and centrifugal), three ice storage
media (internal melt, external melt, and ice harvester), a water-cooled
condenser, central air handler, and all required fans and pumps. The
simulation tool was used to compare the performance of chiller-pri-
ority, constant-proportion, storage-priority, and optimal control.

Henze et al. (1997b) presented a predictive optimal controller for
use with real-time pricing (RTP) structures. For the RTP structure
considered, the demand term of Equation (61) disappears and the
optimization problem only involves a 24 h period. The controller
calculates the optimal control trajectory at each time step (e.g., 30
min), executes the first step of that trajectory, and then repeats that
process at the next time step. The controller requires a model of the
plant and storage, along with a forecast of the future cooling loads.

To apply the optimization approach described in the previous
section, models for storage, system power consumption, and build-
ing loads are needed. For online optimization, simple empirical
models that can be trained using system measurements are appro-
priate. However, physically based models would be best for simu-
lation studies.

The optimization studies that have been performed for ice stor-
age assumed that the state of storage could be represented with a
single-state variable. Assuming negligible heat gains from the envi-
ronment, the relative state of charge (i.e., fraction of the maximum
available storage capacity) for any stage k is

(63)

where Cs is the maximum change in internal energy of the storage
tank that can occur during a discharge cycle and uk is the storage
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charging rate. The state of charge defined in this manner must be
between zero and one.

The charging rate for storage depends on the storage heat
exchanger area, secondary fluid flow rate and inlet temperature, and
the thickness of ice. At any stage, the maximum charging rate can be
expressed as

(64)

where εc,k,max is the heat transfer effectiveness for charging at the
current state of storage if the secondary fluid flow rate were at its
maximum value of mf,max, cf is the secondary fluid specific heat, tf,i
is the temperature of secondary fluid inlet to the tank, and ts is the
temperature at which the storage medium melts or freezes (e.g.,
0°C). 

The minimum charging rate is actually the negative of the max-
imum discharging rate and can be given by

(65)

where εd,k,max is the heat transfer effectiveness for discharging at the
current state of storage if the secondary fluid flow rate were at its
maximum value of mf,max.

In general, the heat transfer effectiveness for charging and dis-
charging at the design flow can be correlated as a function of state
of charge using manufacturers’ data (e.g., Drees and Braun 1995).

A model for the total building power is also needed. At any time

P = Pnoncooling + Pplant + Pdist (66)

where Pnoncooling is the building electrical use that is not associated
with the cooling system (e.g., lights), Pplant is the power needed to
operate the cooling plant, and Pdist is the power associated with the
distribution of secondary fluid and air through the cooling coils. The
models used by Henze et al. (1997a) predict cooling plant and dis-
tribution system power with a component-based simulation that is
appropriate for simulation studies. Alternatively, for online optimi-
zation, plant and distribution system power can be represented with
empirical correlations. Drees (1994) used curve-fits of plant power
consumption in terms of cooling load and ambient wet-bulb temper-
ature. At any time, the cooling requirement for the chiller is the dif-
ference between the building load requirement and the storage
discharge rate. The chiller supply temperature is then determined
from an energy balance on the chiller and used to evaluate the limits
on the storage charging and discharging rates in Equations (65) and
(66). The chiller cooling rate must be greater than a minimum value
for safe operation and less than the chiller capacity. Drees (1994)
correlated the maximum cooling capacity as a function of the ambi-
ent wet-bulb temperature and the chiller supply temperature. For
simulation studies, a building model may be used to estimate build-
ing cooling loads. For online optimization, a forecaster would pro-
vide estimates of future building cooling loads.
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