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Abstract:
Macintosh Common LISP (MCL) is a powerful development environment which is often overlooked by Macintosh programmers. 
This paper will show why you should consider using MCL and explore some of the ways it can enhance your productivity. Prior 
LISP or MCL experience is not assumed.
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This paper is aimed at the typical Mac developer who uses C or Pascal. I'm going to try to avoid arguing the general merits of LISP 
versus other programming languages. There is already plenty written on this topic. Instead, this paper will emphasize aspects of 
MCL and LISP most relevant to Mac development.

Languages are a religious issue among programmers and opinions about LISP are even more polarized than most. So I'd like to 
apologize in advance for the editorial and first person comments, but one of the purposes of this paper is to get you to overcome any 
prejudice you have and take a closer look at Macintosh Common LISP. I could present just the cold facts, but that's not likely to be 
any more informative than reading the manual.

“LISP, doesn't that stand for Lots of Infernal Stupid Parentheses?”

If you're like most programmers, you probably regard LISP as a toy language, something you used years ago to do a few AI 
assignments. You were probably fluent in Pascal or C at the time, so LISP was an obstacle which made otherwise simple programs 
more difficult. That was certainly my experience. At the University of Wisconsin, we had a cluster of thirty or so Xerox Dandelions 
whose CRTs put out enough heat to keep the lab at 90 degrees in the dead of winter. Apart from Phys Ed, Intro to AI was the only 
course which required changing into a t-shirt and shorts. Ignoring the physical environment, just the simple act of logging in took 
forever, using the editor was difficult at best, and as for saving your files: don't even ask.

So, if you already have a bad taste in your mouth from LISP, let me start by assuring you that MCL is very easy to use. A novice can 
write "hello, world" faster in MCL than any other Mac development environment, even THINK Pascal. All you have to do is 
type (print "hello, world") and hit return. There are no libraries to include, no compilation scripts to run, you just type in 
your code and let MCL evaluate it.

On the surface, the editor looks pretty much like any other Mac text editor. In addition, it has an addictive code formatting 
command, an EMACS mode for EMACS fans, programming hooks from LISP so you can customize it to do anything you please, 
and a variety of LISP specific niceties. The compiler is editor aware, allowing you to select a section of code and execute it with a 
keystroke. MCL provides a variety of development tools including a stepper to let you execute your code one line at a time, and a 
backtrace tool that lets you explore the LISP stack (annotated and readable – not MacsBug style) after an error occurs.

MCL comes with an object library that supports the standard user interface elements. It offers all of the familiar benefits of object 
oriented user interface code. I'll forego the gratuitous examples of how to put up a dialog box, attach an action to a menu, or 
customize a dialog item. Given the widespread use of MacApp, I don't think the details of how you do this in MCL will be very 
enlightening.

Before going on, I'd like to tackle that classic LISP objection.

“Isn't LISP slow?”

First, LISP is not an interpreted language by definition. LISP can be compiled into efficient code. That's how MCL normally 
evaluates expressions. It compiles the expression and then executes the compiled code. This process is so fast that you'll probably 
think it's interpreting the expression.

Second, this question really needs to be directed at a particular LISP implementation rather than at LISP in general. It's true that 
there are aspects of LISP (dynamic linking, for instance) that introduce runtime overhead you don't have in C or Pascal, but the 
actual effect is less than most people imagine.

It's almost pointless to talk about speed without reference to a particular piece of code or algorithm. In addition, speed-critical 
sections of code comprise only a small fraction of most applications. I wish I could end the discussion here by just saying that MCL 
is generally fast enough to get the job done, but I don't imagine the skeptics will be satisfied unless I say more.

I'm going to try to divide and conquer the issue by addressing it in three parts: the user interface, the development cycle, and general 
execution speed. I'll attempt to make some meaningful generalizations about the first two and I'll wave my hands a bit at the third.

User Interface Speed

A user's impression of speed is strongly influenced by the user interface. Does it scroll fast? Do buttons highlight immediately when 
hit? Does dragging keep up with the mouse? Fortunately, this paper is focused on Mac programming, so I can also argue that this is 
what most of your code is devoted to.

MCL definitely excels when it comes to writing user interface code. I’ve implemented a variety of widgets and graphic effects in 
MCL including: PICT buttons, draggable dialog items, image dissolves, animation, on-screen video, and even an MDEF. In fact, 
MCL's own user interface is written using MCL's object library. Speed is not a problem. No one is going to be saying, “Boy, these 
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dialog items take forever to draw,” or “These buttons are sure sluggish.”

This should come as no surprise since the ToolBox, especially QuickDraw, does most of the work. However, even the simple act of 
pressing a button involves more than just ToolBox calls. MCL detects the mouse down event and determines which window object 
should handle it. The window object has to determine which of its sub-views was hit. Views can be nested so this step recurs until 
we bottom out at the dialog item. The dialog item then highlights itself and begins tracking the mouse. It's important to point out that 
MCL's object system is implemented efficiently enough not to interfere with performance.

Development Cycle Speed

The speed of the compile/link/run cycle is important in evaluating a development environment. This is the biggest advantage that the 
THINK compilers have over MPW and probably one of the bigger complaints among MPW users. With dynamic linking, MCL 
excels in this area. The bigger the project, the more pronounced MCL's advantage becomes. The ability to recompile just the 
function you changed is hard to beat.

For developers, this will turn out to be biggest advantage of using MCL. The effect has to be seen to be believed. This is discussed 
further in the section on dynamic linking.

General Execution Speed

The best I can do is assert that MCL is fast enough for most purposes. If you're doing computationally intensive stuff, there's bound 
to be some code that just won't go as fast as you want. Probably the same code you find yourself wanting to hand code in assembly 
language.

Keep in mind that it's easier for novices to write inefficient code in LISP than in other languages. What I mean by inefficient is more 

serious than just calculating the same value twice; I mean turning an O(N) algorithm into an O(N2) algorithm (in time or space). 
This is hard to illustrate without getting into the details of LISP, but if you come up with an example of something that's really fast 
in C, yet your LISP version is slow as molasses, odds are it's the way you implemented it in LISP, not the LISP compiler.

Currently, MCL is slow dealing with double floats. This is a black mark if you’re doing high-precision numerical analysis. This is 
strictly an implementation issue, not something inherent in LISP. It's reasonable to expect improvement in future releases.

Before you can really say anything definitive on speed, you have to try out MCL for your particular needs. In general, I think you'll 
be pleasantly surprised.

What LISP/MCL/CLOS offers over more traditional languages

Dynamic Linking

Many programmers have a hard time understanding what the big deal is about dynamic linking. “Sure, there's this new thing from 
Apple called Dinker. It lets you do dynamic linking of MacApp classes, but doesn't that just make it easier to distribute optional 
code modules for your product? Big deal.”

In MCL, dynamic linking means being able to modify and add code continuously, even while your code is running. Say you're 
testing your program, you pull down a menu and it doesn't do what you expect. Maybe the code executed is totally bogus and 
generates an error. You locate and edit the function associated with that menu item's action. You hit the enter key to recompile that 
one function. The compilation only takes a second. Then you try the menu again. Notice that your program has continued to run the 
whole time. This is the development cycle in MCL – you test and repair as you go along.

Dynamic linking encourages changing programs in small increments, testing each change before going on. In theory, that's how 
you're supposed to develop software. The long compile/link/run turnaround time in most development environments discourages 
this, especially when the program gets big.

For example, the above menu scenario played out using MacApp and C++ would have taken minutes instead of seconds.

I don't think you can fully appreciate dynamic linking until you use it. If you've written scripts in HyperCard you've had a taste of 
what dynamic linking offers. The ease with which you can try code out is very addicting. Once you get used to it, you won't want to 
go back.

Macros

In LISP, macros are far more powerful than #define is in C. Their syntax is much richer and you have the full LISP language 
available at macro expansion time.
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As a common example from Mac programming, consider changing the drawing state of the current port, doing some drawing, and 
restoring the drawing state. It's pretty simple to do, but it clutters up your code and it's easy to make a mistake. Using macros 
improves your code's legibility and reliability with no cost at runtime.

Here are two simple examples. The first executes its body with the clip region temporarily changed. The second temporarily alters 
the pen state.

(with-clip-rgn some-rgn
statement1
statement2
…)

(with-text-state ( :txMode #$srcBic
:txFace #$italic)

statement1
statement2)

(let* ((#:g210 (%setf-macptr (%null-ptr) (ccl::%getport)))) ;get the current port
(declare (dynamic-extent #:g210))
(declare (type macptr #:g210))
(let ( (#:g212 (pref #:g210 :grafport.txface)) ;save current text face

(#:g213 (pref #:g210 :grafport.txmode))) ;save current text mode
(unwind-protect

(progn
(require-trap traps:_textface traps::$italic) ;set text face
(require-trap traps:_textmode traps::$srcbic) ;set text mode
statement1 ;do text drawing
statement2) ;do more text drawing

(require-trap traps:_textface #:g212) ;restore text face
(require-trap traps:_textmode #:g213)))) ;restore text mode

Figure 1 - Expansion of with-text-state Macro

This second form expands into the code shown in Figure 1. It looks nasty, but this essentially the same code you'd have to write in 
any language. In LISP you never see this mess unless you choose to expand the macro. In addition, there's no way to forget one of 
the steps. It's also worth pointing out that with-text-state accepts keywords for text font and size, but since they weren't used 
in this case, code wasn't generated to save and restore them.

Here's a brief list of some more interesting with-xxx macros along with the changes they temporarily affect.

with-locked-GWorld
Locks the specified GWorld's pixels.

with-purgeable-resource
Loads the specified resource and makes it non-purgeable.

without-res-load 
Turns resource loading off.

with-QDProc
Installs custom QuickDraw bottlenecks

with-res-file
Makes the specified resource file current. Takes keyword options to specify what to do in special cases like: file isn't open, file 
doesn't exist, file doesn't have a resource fork.

Error Cleanup

The unwind-protect LISP form allows you to guarantee a certain section of code will execute, even if an error occurs. This is 
useful for all sorts of things like ensuring a file will be closed, restoring the current port, disposing a handle. Most of the with-xxx 
macros previously presented expand into unwind-protect forms to ensure the changes they make will be undone. A typical use 
might be to ensure the disposal of a temporarily created region.

(let ((rgn (#_NewRgn))
 (unwind-protect
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 (progn
 ;misc rgn calculations
 (#_FrameRgn rgn))
 (#_DisposeRgn rgn))

Multiple Inheritance

I know there are those who believe multiple inheritance is as evil as using goto statements, but I disagree. Not having it sometimes 
leads to clumsy and awkward class design. MacApp ended up introducing adorners to view drawing because it didn't have multiple 
inheritance to take care of the problem properly. There are times when multiple inheritance is the most direct and elegant solution.

For example, in MCL I have a class that handles dragging a dialog item around. If I want to make a draggable button, I create a 
dialog item that inherits from button and draggable. If I want to make an icon draggable, I create one that inherits from icon and 
draggable. No extra code is written apart from specifying draggable in their class inheritance lists. Without multiple inheritance you 
end up writing a special dragging method for each dialog item class. Isn't one of the points of object oriented programming to avoid 
duplicating code?

At this point someone will point out that I could put all the dragging code in the view which contains the items. I would argue that 
each class should handle dragging itself so it can easily customize the way it drags. This type of back and forth can continue 
endlessly. Let me end it here by saying that the Common LISP Object System (CLOS) supports multiple inheritance. I find it 
simplifies my code. If you don't want to use it, you don't have to.

Modest Development System Requirement

Since MCL applications are a bit large in terms of disk and memory space, you might mistakenly assume MCL itself is a major 
resource hog. MCL works adequately in its default 3M memory partition. At first glance, this may not sound modest, but remember 
there are no additional memory requirements. The partition is shared among the compiler, editor, debugger, and your code. As for 
disk space, the MCL compiler and libraries take up under 5M of disk space. This is about the same as Think C and significantly less 
than MPW. It’s feasible to use MCL on a 4M PowerBook 100. The same can’t be said for MacApp which wouldn’t even fit on the 
20M hard drive.

Embedded Languages

Many of the high-end spreadsheets, communication packages, and word processors provide pseudo-programming languages for 
their “power users.” Most of these languages are poorly designed and a nightmare to use. Ever try using Excel's macro language? 
Applications written in LISP get the full LISP language and all its debugging tools for free. On other (non-Macintosh) platforms 
there are popular LISP-based products, AutoCad and Interleaf, which take advantage of this.

If you don't think your users will like LISP's syntax, it's easy to write your own language using LISP. You just have to do enough to 
translate the user's source into LISP and you're done. Language design is one of the classic applications for LISP, so it has many 
features that make this easy to do.

Bignums, Fractions, and Complex Numbers

In addition to the numerical types you find in other languages, LISP provides an assortment of more exotic types. Bignums are 
integers which can be of any size. Fractions are rational numbers like 2/5 (i.e., no round off error, 7 * 1/7 equals 1 exactly). LISP 
even supports complex numbers. Needless to say, all the standard library functions operate correctly on any type of number they're 
passed.

I know I said I wouldn't get into issues not directly related to Mac programming, but MCL has a really impressive implementation of 
these types. It's hard to resist showing off MCL computing 1000 factorial. Consider this simple definition of factorial:

(defun fact (x)
 (if (<= x 1) 1 (* x (fact (- x 1)))))

It computes 1000!, a 2568 digit number, in 1.2 seconds on an SE/30 and less than half a second on a IIfx.1

1In case you're interested, 1000! is:
40238726007709377354370243392300398571937486421071463254379991042993851239862902059204420848696940480047998861019719605863166687299480855890132382966994459099742450408707375991882362772718873251977950595099527612
087497546249704360141827809464649629105639388743788648733711918104582578364784997701247663288983595573543251318532395846307555740911426241747434934755342864657661166779739666882029120737914385371958824980812686783
83745597317461360853795345242215865932019280908782973084313928444032812315586110369768013573042161687476096758713483120254785893207671691324484262361314125087802080002616831510273418279777047846358681701643650241
536913982812648102130927612448963599287051149649754199093422215668325720808213331861168115536158365469840467089756029009505376164758477284218896796462449451607653534081989013854424879849599533191017233555566021394
503997362807501378376153071277619268490343526252000158885351473316117021039681759215109077880193931781141945452572238655414610628921879602238389714760885062768629671466746975629112340824392081601537808898939645182
632436716167621791689097799119037540312746222899880051954444142820121873617459926429565817466283029555702990243241531816172104658320367869061172601587835207515162842255402651704833042261439742869330616908979684825
90125458327168226458066526769958652682272807075781391858178889652208164348344825993266043367660176999612831860788386150279465955131156552036093988180612138558600301435694527224206344631797460594682573103790084024
43243846565724501440282188525247093519062092902313649327349756551395872055965422874977401141334696271542284586237738753823048386568897646192738381490014076731044664025989949022222176590433990188601856652648506179
970235619389701786004081188972991831102117122984590164192106888438712185564612496079872290851929681937238864261483965738229112312502418664935314397013742853192664987533721894069428143411852015801412334482801505139
96942901534830776445690990731524332782882698646027898643211390835062170950025973898635542771967428222487575867657523442202075736305694988250879689281627538488633969099598262809561214509948717012445164612603790293
09120889086942028510640182154399457156805941872748998094254742173582401063677404595741785160829230135358081840096996372524230560855903700624271243416909004153690105933983835777939410970027753472000000000000000000
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You might ask, “Of what practical value is this?” Try implementing the RSA public key encryption algorithm. You need to do 

computations like raising  xy mod z where x, y, and z are 100 digit numbers. I used MCL to implement RSA along with the Solovay 
and Strassen prime test so I could generate 100 digit primes to use as keys. The point is, if your job was to implement RSA, I'd have 
the entire algorithm up and running in MCL long before you even got two 100 digit numbers multiplied together in C.

Is MCL of any practical use to developers?

I see three ways Mac developers can view MCL; as a delivery platform, as a prototyping environment, and as a ToolBox exploration 
environment.

MCL as a Delivery Platform

Yes, it's feasible to deliver software written in MCL, but don't count on using it to write 50K utilities. MCL is suitable for delivering 
large applications. It creates stand-alone applications by dumping an image of LISP memory to disk. These applications are big, 
starting at 1.5M and requiring a 2M RAM partition to run.

As your code grows in size, the application size doesn't really increase that fast. A typical LISP application might take up 4M on 
disk. However, RAM needs can go up more quickly. It's hard to make meaningful generalizations about RAM requirements. They 
are driven by application specific things like how many GWorlds you use and how many PICT handles you keep around, but it's not 
too unusual for a good-sized LISP application to require a 4M or 6M partition.

Before you hurl, take a look at the sizes and memory requirements of some of the high-end graphics programs and word processors. 
You'll see that MCL's requirements are comparable.

Don't make the mistake of extrapolating that your application will quickly grow to requiring 100M of RAM. Once you pay the 
initial overhead, you're over the hump. Doubling the functionality of your program doesn't double the size or memory requirements. 
All that user interface code is already there and can be reused. If this argument sounds familiar, you've probably heard it given in the 
early days of MacApp when people complained about its overhead.

MCL as a Prototyping Environment

I'm sure the term prototyping strikes fear into the hearts of many programmers. It probably brings back memories of writing a quick 
demo in HyperCard only to find yourself hacking it into a bigger and bigger mess because there was never enough time to go back 
and do a total rewrite in Pascal.

With MCL you're not going to run into the same roadblocks you do with HyperTalk. LISP is a fully developed programming 
language; you won't find yourself wishing for data structures. MCL gives you access to the ToolBox, so you won't have to extend 
the language with XCMDs. You can take your prototypes as far as you want, even turning it into a finished product.

I won't claim MCL is as easy to use as HyperCard, but a novice LISP coder will be able to get working dialog boxes and menus up 
in an afternoon. He won't have to learn MPW, he won't have to know what resources are, and he won't have to know what a handle 
is.

MCL as a ToolBox Exploration Environment

I find the best way to read "Inside Macintosh" is with MCL up and running so I can try things out as I go along. MCL lets you 
evaluate the ToolBox call without having to build a supporting program.

Why is this such a big win? How many hours have you wasted because you wrote a bunch of code only to throw it out because a 
ToolBox call doesn't work the way you thought it would? Sometimes it's a poor description in "Inside Macintosh," other times the 
ToolBox is so complex that it defies written description. The solution is to try things out, but because it's such a pain, most 
programmers don't. You have to create a project, write code to put up a window, make your ToolBox call, convert your results into 
strings, and write code to print the strings. In MCL, all you have to do is make the call and use standard LISP i/o primitives to print 
the results.

Here's an example. Have you ever look at the description of PBGetVInfo? It's nasty. If ioVolIndex is positive, it does one 
thing; if it's zero, it does another; if it's negative, it does yet another. By the time you're done reading it, you can't even remember 
what you originally set out to do. In MCL you can try the call with three different values for ioVolIndex in less time than it takes 
to reread the description. Better yet, you can be confident you got it right. You won't be saying to yourself, “I'll try this for now, but 
if my code doesn't work I'll have to remember to come back here again.” Or, “Should I take the time to make sure this call works in 

00000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000
0000000000000000000
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all cases? Nah.”

Using MCL to explore the ToolBox

Of the three uses I've presented, ToolBox exploration is the only thing I can demonstrate quickly. Certainly, the biggest gains to be 
made from MCL come from using it as your implementation language, but it would be tough to demonstrate that in a short example 
and without first teaching you some LISP. 

So in this section, I'll scratch the surface of MCL's power by showing how easy it is to access the ToolBox. Even if this is all you 
ever use MCL for, it will be well worth the price. The examples I'll present are taken from the development of a freeware utility, 
Save A BNDL, which I recently released. Save A BNDL was prototyped in MCL and then translated to Think C for compilation into 
a 15K application.

Save A BNDL installs a file's BNDL information into the Finder without requiring rebuilding the desktop or rebooting. It uses the 
desktop database, the process manager, System 7 file manager calls, and apple events. These are all things I'd never done before, so 
of course I immediately got MCL out and tried them.

The code that follows is what I used to explore the desktop database. The code is initially straightforward, but one quickly realizes 
there are far more subtleties to the desktop database than “Inside Macintosh” would lead you to believe. MCL made this exploration 
process much less painful than it might have been.

But first, some basic syntax

Even if you don't know LISP, you should be able to get the gist of this example code. In fact, knowing LISP might even be a 
hindrance since this code uses MCL extensions to access the ToolBox. Here are a few things you should know.

• LISP symbols are not limited to alpha-numeric characters as they are in most languages. For example, %stack-block is a 
legal function name.

• Function calls are made using  the syntax:
(function-name arg1 arg2 …)

• Trap calls look like function calls, but they begin with #_.

• LISP data is not in the same format as ToolBox data. The fact that LISP integers can be 100 digits long may have tipped you off 
that they aren't simply stored as 32 bits. This means that data passed to the ToolBox must be allocated and retrieved in a special 
way. Table 1 covers what you need to know for the purposes of this paper.

example

explanation

(rlet ((pb :DTPBRec
           :ioNamePtr (%null-ptr)
           :ioVRefNum 0))

rlet declares and initializes a Pascal style record. The example declares pb of type DTPBRec and initializes two of its fields.

(%stack-block ((buf 200))

%stack-block declares an untyped variable and allocates space on the stack for it. The example binds buf to 200 bytes.

(with-pstrs ((fn "HD:TeachText"))

with-pstrs declares and initializes a Pascal style string. The example declares fn to be string containing a full pathname.

(pref pb :DTPBRec.ioDTRefNum)

pref references a field of a Pascal style record. The example returns the ioDTRefNum field of a DTPBRec variable.

(%get-text buf 10)
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%get-text returns a LISP string created by using the specified bytes of memory as ASCII code. The example returns a 10 character string 
created from the memory pointed to by buf.

Table 1 - Access to ToolBox Data from MCL
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And now, for the code

Start by using PBDTGetPath to get the reference number of the desktop database.

(rlet ((pb :DTPBRec
           :ioNamePtr (%null-ptr)
           :ioVRefNum 0))
  (#_PBDTGetPath pb)
  (pref pb :DTPBRec.ioDTRefNum))

→ 754

Create a global variable for the desktop database reference number so we can refer to it symbolically.

(defvar *DTDB-refNum* 754)

→ *DTDB-refNum*

Try out PBDTGetComment which returns the Finder comment associated with a file. 

(with-pstrs ((fn "HD:ResEdit"))
  (%stack-block ((buf 200))
    (rlet ((pb :DTPBRec
               :ioNamePtr  fn
               :ioDTRefNum *DTDB-refNum*
               :ioDTBuffer buf
               :ioDirID    0))
      (when (zerop (#_PBDTGetComment pb))
        (%get-text buf (pref pb :DTPBRec.ioDTActCount))))))

→ "wow! what a useful comment"

A quick check with the Finder's Get Info command verifies it's the correct value.

.

PBDTGetIconInfo returns the file type, icon type, and icon size of icons entered in the desktop database for the specified creator, 
in this case ResEdit. It's an indexed call. You make it repeatedly until it returns afpItemNotFound.

(rlet ((pb :DTPBRec
           :ioDTRefNum    *DTDB-refNum*
           :ioIndex       1
           :ioTagInfo     0
           :ioDTReqCount  1024
           :ioFileCreator "RSED"))
   ;format is roughly equivalent to a printf in C
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   (format t "~%~2@a: ~s  ~3@s   ~4@s~%" #\# 'type 'icon 'size)
   (loop
    ;break on error or when afpItemNotFound is returned
    (unless (zerop (#_PBDTGetIconInfo pb)) (return (pref pb :DTPBRec.ioResult)))
    (format t "~2@s: ~s  ~3@s   ~4@s~%"
            (pref pb :DTPBRec.ioIndex)
            (symbol-name (pref pb :DTPBRec.ioFileType))
            (pref pb :DTPBRec.ioIconType)
            (pref pb :DTPBRec.ioDTActCount))
    (incf (pref pb :DTPBRec.ioIndex))))

→
 #:  type  icon   size all the icons associated with ResEdit
 1: "APPL"    1    256
 2: "APPL"    2    512
 3: "APPL"    3   1024
 4: "APPL"    4     64
 5: "APPL"    5    128
 6: "APPL"    6    256
 7: "RSRC"    1    256
 8: "RSRC"    2    512
 9: "RSRC"    3   1024
10: "RSRC"    4     64
11: "RSRC"    5    128
12: "RSRC"    6    256

13: "paul"   -1    256 ← what's this? 2

14: "rsrc"    1    256
15: "rsrc"    2    512
16: "rsrc"    3   1024
17: "rsrc"    4     64
18: "rsrc"    5    128
19: "rsrc"    6    256
20: "ssrc"    1    256 ← stationary document icons
21: "ssrc"    2    512
22: "ssrc"    3   1024
23: "ssrc"    4     64
24: "ssrc"    5    128
25: "ssrc"    6    256
-5012 ← afpItemNotFound

Closer inspection reveals that the paul icon isn't actually an icon at all. It's used by the Finder to store the file types which can be 
dragged and dropped onto the application. This code uses PBDTGetIcon to retrieve the raw icon data. It then prints it out as a text 

string.3

(%stack-block ((buf #$kLarge8BitIconSize))
  (rlet ((pb :DTPBRec
             :ioDTRefNum *DTDB-refNum*
             :ioTagInfo 0
             :ioDTBuffer buf
             :ioDTReqCount #$kLarge8BitIconSize
             :ioIconType -1
             :ioFileCreator "RSED"
             :ioFileType "paul"
             ))

2Notice the undocumented type of icon associated with paul files. It turns out that most applications have an entry for this mysterious paul icon 
in the desktop database, but none of them seem to have it in their BNDL resource. How odd.

3
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    (when (zerop (#_PBDTGetIcon pb))
      (print (pref pb :DTPBRec.ioDTActCount))
      (%get-text buf (pref pb :DTPBRec.ioDTActCount)))))

→
 256 
"rsrcRSRC****" ← This is actually a 256 character string.  The 244  trailing null characters aren’t shown.

As you can see, it's pretty simple to access the ToolBox; no windows to create, no managers to initialize, no make-files to write. 
When code is evaluated, the resulting value is printed to the Listener window, a standard part of the MCL environment. The print 
function outputs to the Listener by default.

MCL played a pivotal role in the development of Save A BNDL. First, I used it to learn about the desktop database, including the 
existence of the undocumented paul icon. Then, I used it to figure out how to kill and restart the Finder using Apple Events and the 
Process Manager. Before a single line of C code was written, I had already solved most of the interesting problems.

“If MCL is totally awesome, why isn't everyone using it?”

Arguments against using MCL are usually along the lines of: “No one else is using MCL;” “LISP might be too slow;” “I already 
have a big investment in C;” “Why should I learn something new?” Do these objections sound familiar? They sound a lot like the 
complaints the PC community raised when the Macintosh first came out. They are all pretenses for avoiding change.

If you're still not sold on MCL, remember that I've kept this paper focused on the benefits of MCL directly related to Mac 
programming. There are also plenty of reasons to choose LISP over traditional programming languages. For a set of relevant articles, 
see the September 1991 issue of the Communications of the ACM. It has a special section on LISP and CLOS.

There's been a lot of talk about Object Oriented Dynamically Linked languages (OODLs) being the wave of the future. Object 
oriented languages have already changed the face of Mac development. Dynamic languages have the potential to completely 
revolutionize it. MCL is not some promise of the future. It's here now, it works, and you can benefit from it.
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The paul icon is actually an array of OSType's. Notice it contains an entry for files of type ****. This is a wild card type you can specify in a 
BNDL resource  if you want to accept files of any type. Other wild card types are:  fold to accept folders,  disk to accept disks, and ???? to 
accept applications. This last type isn't documented, but without it there's no way to only accept  APPL files (recall the  APPL entry in a  BNDL 
specifies the application's icon).
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