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Abstract

In the application domain of stock portfolio management, software agents that evaluate

the risks associated with the individual companies of a portfolio should be able to read

electronic news articles that are written to give investors an indication of the �nancial outlook

of a company. There is a positive correlation between news reports on a company's �nancial

outlook and the company's attractiveness as an investment. However, because of the volume

of such reports, it is impossible for �nancial analysts or investors to track and read each

one. Therefore, it would be very helpful to have a system that automatically classi�es news

reports that re
ect positively or negatively on a company's �nancial outlook. To accomplish

this task, we treat the understanding of news articles as a text classi�cation problem. In this

paper, we propose a text classi�cation method that we call, \Domain Experts" and \Self-

Con�dent" sampling, and compare it with naive Bayes with expectation maximization (EM).

We evaluate these learning techniques in terms of how well they improve with unlabeled

data after being initially trained on a small number of human-labeled articles and how well

they classify the latest �nancial news articles. The signi�cance of this work lies in the new

classi�cation method that we propose and in the sampling technique we used for improving

classi�cation accuracy.

1 Introduction

In the application domain of stock portfolio management, there is a large volume of information
about a company and its �nancial performance for humans to e�ectively attend to and manage
while making decisions. To address this problem, we proposed a multi-agent system, called
Warren1 [4], [15] that helps the user track information on a portfolio of companies of interest.
Warren is composed of di�erent agents that help the user track the stock price, performance
history, earnings summaries, and Beta value (risk) associated with the individual holdings in
their stock portfolio, and to proactively advise the user whenever the portfolio may be too risky
for the user's preferred tolerance to risk. To supplement the data on a company, the user has
access to a Breaking News agent, which gathered �nancial news from on-line sources such as
Reuters, CNN Financial Network, Business Wire, Forbes.com and others. In this paper, we
describes our endeavor to create an agent that analyzes news articles that were retrieved by the
Breaking News agent for their content about a company's �nancial well-being, for presentation
to the user in a meaningful way.

To accomplish this task, we proposed a new text classi�cation algorithm that classi�es �nan-
cial news into the prede�ned �ve classes: \good", \good, uncertain", \neutral", \bad, uncer-
tain", and \bad" and a sampling algorithm that predicts the label of unlabeled data information-
theoretically. Our hypotheses for how this goal can be achieved are as follows: (1) frequently

1The system is named after Warren Bu�et, a famous American investor and author about investment strategies.
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co-located phrases can permit the classi�er to estimate the class of a news article with high
probability; (2) the domain experts algorithm based on the voting process among frequently
co-located phrases can perform well for this problem; (3) the performance of the method can be
improved by using a sampling method which made use of vote entropy as the sampling criteria.
Brie
y, the proposed method predicts the label of a news articles through voting process among
the frequently co-located phrases. In here, a frequently co-located phrase (FCP) is very often
appeared in a certain class (e.g. good) and thus is considered to discriminate its class boundary
well from others.

Our task is similar to the established approaches on the text classi�cation domain in that it is
a task to assign each given document to the appropriate class based on the semantic content of the
document. Numerous statistical and machine learning methods have been applied to this domain
in recent years including nearest neighbor classi�cation [17], naive Bayes with EM (Expectation
Maximization) [12] [14], Winnow with active learning [10], Support Vector Machines (SVMs)
[6], [8], Maximum-Entropy model [13]. It is, however, slightly di�erent with others in that our
task deal with more objective and con�ned classes, such as \good" or \bad" for a company's
�nancial outlook than classi�cation of news articles into \politics" or \economics."

The text classi�cation task has several characteristics that make it a diÆcult domain for
the use of machine learning, including a very large number of input features, high levels of
attribute and class noise, and a large percentage of features that are irrelevant. In particular,
the exploitation of supervised learning requires a relatively large number of labeled examples.
When it is given a small set of labeled training data, classi�cation accuracy will su�er because
the variance in the probability distribution of data will be high. However it is expensive to
obtain labeled training data, while unlabeled data are cheaply available. Several methods have
been used for coping with the problem which comes from insuÆcient labeled data, such as
Expectation Maximization (EM) [12], [14], selective-sampling [2], sub-sampling and uncertainty
sampling [9]. The proposed sampling method, self-con�dent sampling, picks out least uncertain
data from unlabeled data sets in terms of entropy concept. It is similar to uncertainty-sampling
in that it predicts the label of unlabeled data on the basis of the learner's con�dence which
is acquired during training phase. The examples that are predicted with the least uncertainty
will be added to the training set in the next iteration. The overall procedure of self-con�dent
sampling is described in Section 4.2.

The paper is organized as follows. Section 2 will give the overview of our task in terms
of the text classi�cation context. Section 3 details the method of selecting co-located phrases.
In Section 4, we describes the procedure of classi�cation with consideration of the company's
�nancial well-being. Section 5 provides the experimental results and compares them with those
of existing methods. Section 6 discuss the results and the future work respectively.

2 Classi�cation of Financial News Articles

Concisely, our task is to build an algorithm that classi�es each given news article into the
prede�ned classes in terms of the referred company's �nancial well-being.

Most �nancial news articles that we gathered for experiments were manually labeled into 5
classes by considering how explicitly they mentioned the company's �nancial status which we
want to know. The following �ve classes are considered to be pertinent by considering the nature
of �nancial news articles:
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[id] 000x-xx [nid]
[title] Goldman Pro�ts Fall 13 Percent [ntitle]
[date] Mar 20 6:35 PM ET [ndate]
[source] Reuters [nsource]
[company] Goldman Sachs (GS) [ncompany]
[body]
Goldman Sachs Group Inc.(NYSE:GS - news), one of Wall Street's top �rms,
on Tuesday said �rst-quarter pro�ts fell 13 percent but were above reduced estimates
as fees for advising companies on stock sales declined in a slumping market.
...
The value of Goldman's principal investments fell $140 million, compared with a gain of
$214 million in last year's �rst quarter. Principal investments were down across the board,
Viniar said.
[nbody]
[label] bad [nlabel]

Figure 1: A example of �nancial news article.

GOOD News scripts which show good evidences of the company's �nancial status explicitly.
e.g.) ... Shares of ABC Company rose 1=2 or 2 percent on the Nasdaq to $24-15/16. ...

GOOD, UNCERTAIN News scripts which refer to predictions of future pro�tability, and
forecasts.
e.g.) ... ABC Company predicts fourth-quarter earnings will be high. ...

NEUTRAL News scripts which did not mention anything about the �nancial well-being of
the company explicitly.
e.g.) ... ABC and XYZ Inc. announced plans to develop an industry initiative. ...

BAD, UNCERTAIN News scripts which refer to predictions of future losses, or no pro�tabil-
ity.
e.g.) ... ABC (Nasdaq: ABC) warned on Tuesday that Fourth-quarter results could fall
short of expectations. ...

BAD News scripts which show bad evidences of the company's �nancial status explicitly.
e.g.) ... Shares of ABC (ABC: down $0.54 to $49.37) fell in early New York trading. ...

Any news articles that do not mention �nancial clues of a company explicitly were classi�ed
into \neutral" class because we could not determine its current �nancial status. In case of
\uncertain" classes (\good, uncertain" and \bad, uncertain", one may be allowed to decide it
as a good (or bad) news for the company, but we could not be sure of it (i.e. uncertain.) The
prediction of future earning is the very example of these classes: \good, uncertain" and \bad,
uncertain." Figure 1 shows an example of news article used for our experiments.
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3 Co-located Phrase as A Domain Expert

The proposed algorithm predicts the label of a �nancial news articles by means of voting process
among selected frequently co-located phrases (FCP). A FCP is frequently occurred in a class and
sequence of nearby, but not necessarily consecutive words. It is often desirable to consider such
a contextual information (i.e. word-collocation) with respect to the characteristics of English
text [11]. Thus, we believed that a FCP can discriminate the class of �nancial news articles well
because it is strongly correlated with its class. For example, Shares and rose can be selected as
a FCP for \good" class from the sentence, which is \Shares of Company A rose 1/2 or 2 percent
on the Nasdaq to $24-15/16..."

It, however, is not easy to select such a phrase which express a class well due to the inherent
properties of text classi�cation, such as large features and much noise. To overcome this problem,
we made use of a heuristic that considers the characteristic of �nancial news report. Since most
of �nancial news articles report several company's stories in a news article, they mentioned a
company's name (or a company's ticker2) explicitly. From this observation, we built an abridged
version of a news article. That is, if a sentence contains a company's name or ticker, it is added
to the abridged version from the original news. Indeed, an abridged version of article still has
noise, but it also has suÆcient information that make a classi�er learn the correlation between
phrases and a class. Most phrases in abridge version are the candidate of co-located phrases to
a class after removing stop-words. To select the most informative feature, we taken advantage
of information gain as the phrase goodness criterion [16]. Let fcjg

m

j=1
denote the set of classes

in the target space. The information gain of kth co-located phrase in jth class, fcpk;j is de�ned
to be:

Gain(fcpk;j) = �
mX
j=1

P (cj) logP (cj)

+P (fcpk;j)
mX
j=1

P (cijfcpk;j) logP (cj jfcpk;j)

+P ( �fcpk;j)
mX
j=1

P (cj j �fcpk;j) logP (cj j
�fcpk;j) (1)

Equation 1 was applied to estimate the importance of each FCP candidate, which is made
by combining each word in condensed version and �ve consecutive words toward the end of a
sentence. One of the �ve FCP candidates which has the highest value of information gain is
selected for a domain experts for a class. Table 1 shows the example of selected FCPs for each
class.

4 Classifying News by Considering Financial Status

To begin with, let us describe text representation. As mentioned earlier, a news article is divided
into two group of sentences: abridged text and others. The abridged news article of each news
article is represented as a weight vector:

~di =< w1; w2; :::; wk ; :::; wjT j >; (2)

2A ticker is a symbol that usually is used for representing a company's name brie
y in stock trade market.
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class selected FCP

+ \revenue rose", \exceeds expectations", \share rose", \rose pro�t"

+=? \expect earnings", \forecasts earnings", \anticipate earnings"

+=� \alliance company", \alliance corp", \introduce ", \announces product"

�=? \warning pro�ts", \short expectation", \warning earnings"

� \share o�", \share down", \pro�t decrease", \fall percent", \sales decrease"

Table 1: Examples of selected frequently co-located phrases (FCP) for each class. Each symbol at
leftmost column stands for �ve classes: \good", \good, uncertain", \neutral", \bad, uncertain",
and \bad" as +, +?, +/-, -?, and -, respectively.

where wk is the weight of k th word (or phrase) in i th document vector, di, which is made up
of jT j number of weights.

4.1 Naive Bayes Classi�er with EM

One of the popular classi�ers is the naive Bayes classi�er. It learns from training data the
conditional probability of each attribute wk given the class cj . Classi�cation is done by applying
Bayes rule to compute the probability of cj given the particular instance of w1; :::; wT , and then
predicting the class with the highest posterior probability. In equation 3, freqk;j is the number
of times word tk is occurred, jJ j is the total number of unique words in class j, and jV j is the
total number of unique words in data set. This computation is possible by making a strong
independence assumption: all the attributes wk are conditionally independent given the value
of class cj . The naive Bayes classi�er estimates the probability that a new article is a member
of a certain class using the probabilities of terms occurring in the class.

Pr(cj jdi) = argmax
cj2C

Pr(cj)
Y
k

Pr(wkjcj)

�
Pr(cj)

Q
k=1

Pr(wkjcj)PjCj
j=1

Pr(cj)
Q

k=1
Pr(wkjcj)

(3)

where;

wk =
1 + freqk;j

jJ j+ jV j

The problem of applying naive Bayes classi�cation to the real world problem is that the its
performance could be decreased by variance from training data. In other words, when it is
given a small set of labeled training data, the accuracy of classi�cation will su�er because
variance in the probability distribution of data would be high. However, it is expensive to
acquire a suÆcient number of labeled data for training. In [12], they tried to decrease a variance
in classifying unseen data by a combination of a variant of Active Learning and Expectation
Maximization (EM). Active learning is used to actively select documents for labeling, then EM
with a naive Bayes model further improves classi�cation accuracy. EM is a class of iterative
algorithms for maximum likelihood estimation in problems with incomplete data. Given a model
of data generation, and data with some missing values, EM will converge to a set of generative
parameters that locally maximizes the likelihood of both the labeled and unlabeled data. In
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Input:
Training data D  Dl, where, Dl: labeled news articles

Feature Selection

Choose the co-located phrases among the current labeled
news articles.

Do while performance of classi�er improve
1. Generate unlabeled data Du, where, Du: unlabeled news articles

Pick news articles randomly from unlabeled data set
2. Use the current classi�er and feature sets to estimate

the class of each unlabeled article Du.

�

(
Du  Du + �di if di > �ve
skip di to the next iteration otherwise

� D  Dl +Du

3. Re-select feature sets by new data set D.

Output:
A classi�er that takes an unlabeled articles and predicts
a class label.

Figure 2: The self-con�dent sampling for domain experts algorithm.

this paper, EM is applied for an iterative two-step process: E-step calculates probabilistic class
label of a document, Pr(cjjdi), for given a set of unlabeled document using a current estimate
of a class Pr(cj) and M-step calculates a new maximum likelihood estimates for Pr(cj) using
all the labeled data, both original and probabilistically labeled.

4.2 Domain Experts with Self-con�dent Sampling

Figure 3 describes the predictions procedure of domain experts in detail. A group of domain
experts consists of jKj, which is determined in experiment empirically, FCPs and represents a
class. When it make prediction of a news article, it make use of voting among the group of
domain experts and then learns by altering the weight associated with each domain expert. One
attractive property of the proposed algorithm is that it is able to accommodate inconsistent
hypothesis as well as consistent hypothesis. In other words, it does not eliminate a hypothesis
that is found to be inconsistent with some training documents, but rather reduces its weight
with the degree of �. Since we made use of our own text data set, we can tell that there are
little phrase which appears only a class. Domain experts algorithm is similar with Sleeping
experts algorithm [1], in that they consider each of selected \phrases" as a consistent expert (or
hypothesis) to the class. But Sleeping expert did not allow a classi�er to have the inconsistent
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C = f\good"; \good;uncertain"; \neutral";
\bad;uncertain"; \bad"g
fcpk;j denotes k th expert in j th domain (or class).
wk;j denotes the weight associated with fcpk;j.
Ei denotes the most probable class of i th document.

� For each training example < di; c(di) >
� Initialize ej to 0
� For each domain expert fcpk;j

ej  ej + wk;j if fcpk ;j 2 di

� Predict
Ei(di) = argmaxj

ejP
j

P
k
wk;j

� Update weight
wk;j  �wk;j if ej 6= c(di ) and fcpk ;j 2 ej

Figure 3: Domain-Experts algorithm.

hypotheses.
The self-con�dent sampling method which we have proposed in �gure 2 shares a property of

the uncertainty-sampling [9], in that it predicts the label of an unlabeled data on the basis of
the learner's con�dence which is obtained through the training phase. The examples that are
labeled with the least uncertain will be added to the training set in the next iteration. Unlike
uncertainty-sampling, our method rely only on the vote by each of member of domain experts
group, which has knowledge induced from the labeled data. We, however, could not rely on its
knowledge completely. In this regards, � is introduced for regulating the degree of reliance on
learner's experience. Empirically, the proposed sampling method shows the best performance
at 70 % con�dence.

The class uncertainty of an unlabeled news article is determined by the value of vote entropy.
Vote entropy is the entropy of the class label distribution resulting from having each group
member deterministically \vote" for its winning class [3]. Let V (j) be the number of domain
experts which are involved in `voting' for di for the class j:

V E(di) = �

jCjX
j

V (j)

jKj
log

V (j)

jKj
if fcpk 2 di; (4)

where jKj is the number of domain experts which took parts in voting of ith data, di which is
ith data from the unlabeled data set.

While the vote entropy is 0 if a number of domain experts participating in the vote belong
to the same class, the vote entropy is 1 when the vote committee is consist of an equal number
of each class. We found empirically that the vote entropy for a class assigned correctly was less
than 0:25, whereas the average entropy for incorrectly classi�ed data was greater than 0:7. This
approach is similar with active learning in terms of voting among the constituent of a classi�er.
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Data + +? +/{ {? { Total

Labeled 239 70 526 60 344 1239

Unlabeled { { { { { 5000

Total 239 70 526 60 344 6239

Table 2: The number of news articles for each class. Relatively smaller data in \uncertain (+=?
and �=?)" classes could be explained by the objective contents of �nancial news article in terms
of \good" or \bad."

Our sampling method speci�es a process that determines the label of a new article, whereas
active learning guides the direction that focuses what kind of instance is useful for learning.

5 Experimental Results

In this section, we describe the experimental results of the proposed methods, as compared with
conventional methods.

As mentioned earlier, experiments were performed using the text data which we had made
by ourselves. The labeled �nancial news articles data set amounts to 1,239 �nancial news articles
gathered from various electronic news sources: CNN Financial Network, Forbes, Reuters/Reuters
Securities, NewsFactors, Motley Fool, CNet, ZDNet, Morningstar.com, Business Week, AP Fi-
nancial, Business Wire, PR NewsWire, and Associated Press. Table 2 describes the distributions
of news articles for each class. The phenomenon that \neutral" class has more data than others
could be explained by the fact that larger part of them did not mentioned anything about the
company's �nancial well-being explicitly, but deal with general information about the company.

Experiments aimed to verify the proposed methods in terms of two performance criterion:
how well it make use of unlabeled data for improving classi�cation accuracy and how accurately
it classifys the latest news articles into prede�ned classes. Firstly, we evaluated whether the
proposed sampling method would improve classi�cation performance rates better than those
trained by conventional methods. The experiment was performed to show the performance of
domain experts with self-con�dent sampling, naive Bayes with EM, domain experts with EM
and naive Bayes with self-con�dent sampling. Through the experiments, about 25% of the
labeled data was used for testing and the rest of labeled set were used to produce classi�ers. A
domain experts group is empirically made up of 200 FCP. After training phase, each methods
was tested in terms of classi�cation accuracy: the proportion of the number of news articles
classi�ed correctly to the number of total news articles used.

Figure 4 and 5 show results of testing the accuracy performance of each sampling method
with di�erent number of labeled data. Total 50 iterations were carried out for each method. At
each iteration, 50 unlabeled news article were given to each methods. When 690 out of 1239
labeled data feeds on training, the performance of the proposed method, the combination of
Domain Experts and Self-Con�dent Sampling, is going up until sampling of 1,750 unlabeled
news articles, and shows the best performance on accuracy measure at the point. From this,
we assumed that around 2,000 news articles allow us to make a classi�er with 75 % accuracy
because it seems to largely depend on the fact that most of news providers delivered �nancial
news with a restricted vocabulary set. With self-con�dent sampling, 16% accuracy is improved
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Figure 4: A result of sampling experiment was represented after training each of methods with
690 labeled data. \Most frequent class" and \random guess" are base line of performance. Since
about 40% (526/1239) news articles out of labeled data are \neutral" class, we can assume that
a method is able to gain 40% accuracy when it answers consistently the label of each news article
in test set as \neutral."

with 56 % of labeled data (690/1239) and 35% of unlabeled data (1,750/5000) from the result
in �gure 4. As another goal of our task is to classify the label of the on-line �nancial news
articles, the second experiment was performed to show the accuracy of the latest �nancial news
data. A online data set is made up of the articles that gathered from the same news sources
as the labeled data set and reports the latest �nancial news at the experimental time. At each
trial, 30 news articles for a company was gathered from various news sources. However news
article about a minor company could not meet the number of test documents at a trial (i.e. 30).
The second row of Table 3 tells us the distribution of online test set. As a result, the proposed
method has 79% averaged accuracy, which means 433 out of 549 total �nancial news articles
were classi�ed correctly. Table 3 shows the accuracy of tested methods per each class.

classes + +=? +=� �=? � total

articles 85 1 243 0 220 549

DE .76 1 .8 { .78 .79

naive .61 0 .68 { .62 .65

Table 3: Accuracy measure of each class to the online news data. Each column at the third
and fourth row represents the accuracy of each class in terms of the proportion of the number
of news article classi�ed correctly to the total number of news article for the class. That the
column about \good, uncertain (+=?)" class has the value of 1 means that only one news article
which is labeled by human to that class was classi�ed correctly. There is no news articles about
\bad, uncertain (�=?)" class.
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Figure 5: A result of sampling experiment was represented after training each of methods with
1239 labeled data.

6 Conclusions

We introduced an application of text classi�cation that classi�es �nancial news articles by con-
sidering referred company's �nancial well-being from their contents. The proposed algorithm
which observed co-located phrase of a certain class from news contents and predicted the label
with Weighted-Majority voting outperformed naive Bayes classi�er about 14 %. For further
improvement of accuracy, we proposed a sampling technique of which determine the class of
an unlabeled news article with its entropy value. With the proposed sampling method, self-
con�dent sampling, 16% accuracy is improved with 56 % of labeled data (690/1239) and 35% of
unlabeled data (1,750/5000). The successful results from sampling test and online test supports
that the proposed algorithms e�ectively works in this task, even though the promising results
are partially come from the task characteristics of which its decision boundaries are relatively
objective and are con�ned with a speci�c company's name.

But the proposed method has several weak points that prevent it from reaching the per-
formance above 75 % accuracy. One is the diÆculty in determining the label of news article
of which made up of commensurate number of co-located phrases of each class. To illustrate,
\Shares of company B rose 5 % in contrast with company A of which shares fall 7 %." In
this example, domain experts may fail to predict \good" for company B. Because both phrases,
which are \shares" with \rose" and \shares" with \fall", are very strong indicators of company's
�nancial well-being at the moment, even though they did not indicate the same company and
are not assigned with the same weight value during the training phase. As mentioned earlier,
another weak point is that the proposed method does not consider the co-referred sentence. In
other words, that it does not consider sentences, which did not mention company's name or
ticker explicitly, as the �nancial evidence. For example, \Company C expects to boost revenue
next quarter, Chief Operating OÆcer xxx said Wednesday. Despite of these anticipation, the
company's shares fall again." In here, the prediction by the proposed method could be \good,
uncertain", even though the true label of this example might be \bad" because \Company C"
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and \the company" are co-referred as the company's current �nancial well-being is not good.
To cope with these problems, we consider to employ several natural language processing

techniques, such as the consideration of more wide range of a sentence and resolution of co-
reference. For the purpose of verifying the applicability of proposed method, we also are about
to try to apply the proposed method to the domains of which has similar characteristics to our
task.
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