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Abstract

This paper describes a series of experiments involving over 100,000 hosts of the Internet system and

located in the U.S., Europe and the Pacific. The experiments are designed to evaluate the availability,

accuracy and reliability of international standard time distribution using the Internet and the Network

Time Protocol (NTP), which has been designated an Internet Standard protocol. NTP is designed

specifically for use in a large, diverse internet system operating at speeds from mundane to lightwave.

In NTP a distributed subnet of time servers operating in a self-organizing, hierarchical, master-slave

configuration exchange precision timestamps in order to synchronize host clocks to each other and

national time standards via wire or radio.

The experiments are designed to locate Internet hosts and gateways that provide time by one of three

time distribution protocols and evaluate the accuracy of their indications. For those hosts that support

NTP, the experiments determine the distribution of errors and other statistics over paths spanning

major portions of the globe. Finally, the experiments evaluate the accuracy and reliability of precision

timekeeping using NTP and typical Internet paths involving ARPANET, NSFNET and regional

networks. The experiments demonstrate that timekeeping throughout most portions of the Internet

can be maintained to an accuracy of a few tens of milliseconds and a stability of a few milliseconds

per day, even in cases of failure or disruption of clocks, time servers or networks.

Keywords: network clock synchronization, standard-

time distribution, performance evaluation, internet pro-

tocol.

1.  Introduction

How do hosts and gateways in a large, dispersed net-

working community know what time it is? How accurate

are their clocks? In a 1988 survey involving 5,722 hosts

and gateways of the Internet system [14], 1158 provided

their local time via the network. Sixty percent of the

replies had errors greater than one minute, while ten

percent had errors greater than 13 minutes. A few had

errors as much as two years. Most host clocks are set by

eyeball-and-wristwatch to within a minute or two and

rarely checked after that. Many of these are maintained

by some sort of battery-backed clock/calender device

using a room-temperature quartz oscillator that may drift

seconds per day and can go for weeks between manual

corrections. For many applications, especially those de-

signed to operate in a distributed internet environment,

much greater accuracy, stability and reliability are re-

quired.

The Network Time Protocol (NTP) is designed to distrib-

ute standard time using the hosts and gateways of the

Internet system. The Internet consists of over 100,000

hosts on over 800 packet-switching networks intercon-

nected by a comparable number of gateways. While the

Internet backbone networks and gateways are engi-

neered and managed for good service, operating speeds

and service reliabilities vary considerably throughout the

regional and campus networks of the system. This places

severe demands on NTP, which must deliver accurate,

stable and reliable standard time throughout the system,

in spite of component failures, service disruptions and

possibly mis-engineered implementations.

NTP and its forebears were developed and tested on

PDP11 computers and the Fuzzball operating system,

which was designed specifically for timekeeping preci-

sions of a millisecond or better [15]. An implementation

of NTP as a Unix 4.3bsd system daemon was built by

Michael Petry and Louis Mamakos at the University of

Maryland. A special-purpose hardware/software imple-

mentation of NTP was built be Dennis Ferguson at the

University of Toronto. At least 16 NTP primary time
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servers are presently synchronized by radio or satellite

to national time standards in the U.S., Canada and the

U.K. About half of these are connected directly to back-

bone networks and are intended for ubiquitous access,

while the remainder are connected to regional and cam-

pus networks and intended for local distribution. It is

estimated that there are well over 2000 secondary servers

in North America, Europe and the Pacific synchronized

by NTP directly or indirectly to these primary servers.

This paper describes several comprehensive experiments

designed to evaluate the availability, accuracy, stability

and reliability of standard time distribution using NTP

and the hosts and gateways of the Internet. The first is

designed to locate hosts that support at least one of three

time protocols specified for use in the Internet, including

NTP. Since Internet hosts are not centrally administered

and network time is not a required service in the TCP/IP

protocol suite, experimental determination is the only

practical way to estimate the penetration of time service

in the Internet. The remaining experiments use only NTP

and are designed to assess the nominals and extremes of

various errors that occur in regular system operation,

including those due to the network paths between the

servers and the radio propagation paths to the source of

synchronization, as well as the intrinsic stabilities of the

various radio clocks and local clocks in the system.

This paper does not describe in detail the architecture or

protocols of NTP, nor does it present the rationale for the

particular choice of synchronization method and statisti-

cal processing algorithms. Further information on the

background, model and algorithms can be found in [18],

while details of the latest NTP protocol specification can

be found in [16]. This paper itself is an edited and

expanded version of [17].

1.1. Standard Time and Frequency Dissemina-
tion

In order that precision time and frequency can be coor-

dinated throughout the world, national administrations

operate primary time and frequency standards and main-

tain Coordinated Universal Time (UTC) by observing

various radio broadcasts and through occasional use of

portable atomic clocks. A primary frequency standard is

an oscillator that can maintain extremely precise fre-

quency relative to a physical phenomenon, such as a

transition in the orbital states of an electron. Presently

available atomic oscillators are based on the transitions

of the hydrogen, cesium and rubidium atoms and are

capable of maintaining fractional frequency stability to

10
-13

 and time to 100 ns when operated in multiple

ensembles at various national standards laboratories.

The U.S. National Institute of Standards and Technology

(NIST - formerly National Bureau of Standards) operates

radio broadcast services for the dissemination of stand-

ard time [21]. These include short-wave transmissions

from stations WWV at Fort Collins, CO, and WWVH at

Kauai, HI, long-wave transmissions from WWVB, also

at Fort Collins, and satellite transmissions from the Geo-

synchronous Orbiting Environmental Satellite (GOES).

These transmissions and those of some other countries,

including Canada and the U.K., include a timecode

modulation which can be decoded by special-purpose

radio receivers and interfaced to an NTP time server.

Using high-frequency transmissions, reliable frequency

comparisons can be made to the order of 10
-7

, but time

accuracies are limited to the order of a millisecond [5].

Using long-wave transmissions and appropriate receiv-

ing and averaging techniques and corrections for diurnal

and seasonal propagation effects, frequency compari-

sons to within 10
-11

 are possible and time accuracies of

from a few to 50 microseconds can be obtained. Using

GOES the accuracy depends on an accurate ephemeris

and correction factors, but is generally of the same order

as WWVB. Other systems intended primarily for navi-

gation, including LORAN-C [8], Global Positioning

System (GPS) [4], OMEGA [25], and various very-low-

frequency communication stations in principle can be

used for very precise time and frequency transfer on a

global scale; however, these systems do not provide

timecodes including time-of-day or day-of-year infor-

mation. 

1.2. The Network Time Protocol

An accurate, reliable time distribution protocol must

provide the following:

1. The primary time reference source(s) must be syn-

chronized to national standards by wire, radio or

portable clock. The system of time servers and cli-

ents must deliver continuous local time based on

UTC, even when leap seconds are inserted in the

UTC timescale.

2. The time servers must provide accurate, stable and

precise time, even with relatively large statistical

delays on the transmission paths. This requires care-

ful design of the data smoothing and deglitching

algorithms, as well as an extremely stable local

clock oscillator and synchronization mechanism.

3. The synchronization subnet must be reliable and

survivable, even under unstable conditions and

where connectivity may be lost for periods extend-

ing to days. This requires redundant time servers and

diverse transmission paths, as well as a dynamically

reconfigurable subnet architecture.

4. The synchronization protocol must operate continu-

ously and provide update information at rates suffi-

cient to compensate for the expected wander of the

room-temperature quartz oscillators commonly
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used in ordinary computer systems. It must operate

efficiently with large numbers of time servers and

clients in continuous-polled and procedure-call

modes and in multicast and point-to-point configu-

rations.

5. The system must operate with a spectrum of systems

ranging from personal workstations to supercom-

puters, but make minimal demands on the operating

system and supporting services. Time server soft-

ware and especially client software must be easily

installed and configured.

In addition to the above, and in common with other

promiscuously distributed services, the system must in-

clude generic protection against accidental or willful

intrusion and provide a comprehensive interface for net-

work management. In NTP address filtering is used for

access control, while encrypted checksums are used for

authentication [16]. Network management presently

uses a proprietary protocol with provisions to migrate to

standard protocols where available.

In NTP one or more primary time servers synchronize

directly to external reference sources such as radio

clocks. Secondary time servers synchronize to the pri-

mary servers and others in a configured subnet of NTP

servers. Subnet servers calculate local clock offsets and

delays between them using timestamps with 200 pico-

second resolution exchanged at intervals up to about 17

minutes. As explained in [16], the protocol uses a distrib-

uted Bellman-Ford algorithm [3] to construct minimum-

weight spanning trees within the subnet based on

hierarchical level (stratum) and total synchronization

path delay to the primary servers.

A typical NTP synchronization subnet is shown in Figure

1a, in which the nodes represent subnet servers and

normal stratum number and the heavy lines the active

synchronization paths. The light lines represent backup

synchronization paths where timing information is ex-

changed, but not necessarily used to synchronize the

local clock. Figure 1b shows the same subnet, but with

the line marked x out of service. The subnet has recon-

figured itself automatically to use backup paths, with the

result that one of the servers has dropped from stratum 2

to stratum 3.

Besides NTP, there are several protocols designed to

distribute time in local-area networks, including the

DAYTIME protocol [22], TIME Protocol [23], ICMP

Timestamp message [7] and IP Timestamp option [24].

The DCN routing protocol incorporates time synchroni-

zation directly into the routing protocol using algorithms

similar to NTP [11]. The Unix 4.3bsd time daemon timed

uses a single master-time daemon to measure offsets of

a number of slave hosts and send periodic corrections to

them [9]. However, these protocols do not include engi-

neered algorithms to compensate for the effects of statis-

tical delay variations encountered in wide-area networks

and are unsuitable for precision time distribution

throughout the Internet.

1.3. Determining Time and Frequency

In this paper to synchronize frequency means to adjust

the clocks in the network to run at the same frequency,

to synchronize time means to set the clocks so that all

agree at a particular epoch with respect to UTC, as

provided by national standards, and to synchronize

clocks means to synchronize them in both frequency and

time. A clock synchronization subnet operates by meas-

uring clock offsets between the various servers in the

subnet and so is vulnerable to statistical delay variations

on the various transmission paths between them. In the

Internet the paths involved can have wide variations in

delay and reliability, while the routing algorithms can

select landline or satellite paths, public network or dedi-

cated links or even suspend service without prior notice.

In statistically noisy internets accurate time synchroni-

zation requires carefully engineered filtering and selec-

tion algorithms and the use of redundant resources and

diverse transmission paths, while stable frequency syn-

chronization requires finely tuned local clock tracking

loops and multiple offset comparisons over relatively

long periods of time. For instance, while only a few
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comparisons are usually adequate to resolve local time

for an Internet host to within a few tens of milliseconds,

dozens of measurements over many hours are required

to achieve a frequency stability of a few tens of millisec-

onds per day and hundreds of measurements over many

days to achieve the ultimate accuracy of a millisecond

per day.

Figure 2 shows the overall organization of the NTP time

server model. Timestamps exchanged with possibly

many other servers are used to determine individual

roundtrip delays and clock offsets relative to each server

as follows. Number the times of sending and receiving

NTP messages as shown below and let i be an even

integer. 

Then ti−3, ti−2, ti−1, t are the values of the four most

recent timestamps as shown. The roundtrip delay di and

clock offset ci of the receiving server relative to the

sending server is:

di = (ti − ti−3) − (ti−1 − ti−2) ,

ci = 
(ti−2 − ti−3) + (ti−1 − ti)

2
 .

This method amounts to a continuously sampled, return-

able-time system, which is used in some digital tele-

phone networks [19]. Among the advantages are that the

transmitted time and received order of the messages are

unimportant and that reliable delivery is not required.

Obviously, the accuracies achievable depend upon the

statistical properties of the outbound and inbound data

paths. Further analysis and experimental results bearing

on this issue can be found in [6], [12] and [13].

As shown in Figure 2, the computed offsets are first

filtered to reduce incidental noise and then evaluated to

select the most accurate and reliable subset among all

available servers. The filtered offsets from this subset are

first combined using a weighted average and then proc-

essed by a phase-locked loop (PLL). In the PLL the phase

detector (PD) produces a correction term, which is proc-

essed by the loop filter to control the local clock, which

functions as a voltage-controlled oscillator (VCO). Fur-

ther discussion on these components is given in sub-

sequent sections.

2.  Discovering Internet Timetellers

An experiment designed to discover Internet time server

hosts and evaluate the quality of their indications was

conducted over a nine-day interval in August 1989. This

experiment is an update of previous experiments con-

ducted in 1985 [13] and early 1988 [14]. It involved

sending time-request messages in each of three time

distribution protocols: ICMP Timestamp, TIME and

NTP, to every Internet address that could reasonably be

associated with a working host. Previously, lists of such

addresses were derived from the Internet host table main-

tained by the Network Information Center (NIC), which

contained 6382 distinct host and gateway addresses as of

August 1989.

With the proliferation of the Internet domain-name sys-

tem used to resolve host addresses from host names [20],

the NIC host table has become increasingly inadequate

as a discovery vehicle for working host addresses. In a

comprehensive survey of the domain-name system,

Mark Lotter of SRI International recently compiled a

revised host table of 137,484 entries. Each entry includes

two lists, one containing the Internet addresses of a single

host or gateway and the other containing its associated

domain names. For the experiment this 9.4-megabyte

table was sorted by address and extraneous information

deleted, such as entries containing missing or invalid

addresses, to produce a control file of 112,370 entries.

The experiment itself was conducted with the aid of the

control file and a specially constructed experiment pro-

gram written for the Fuzzball operating system [15]. The

data were collected using experiment hosts located at the

University of Delaware and connected to the University

of Delaware campus network and SURA regional net-

work. The experiment program reads each entry from the

control file in turn and sends time-request messages to

the first Internet address found. If no reply is received

after one second, the program tries again. If no reply is

received after an additional second, the program aban-

dons the attempt and moves to the next entry in the

control file. The program accumulates error messages

and sample data for up to eight samples in each of the

three time protocols. It abandons a host upon receipt of

an ICMP error message [7] and abandons further hosts

on the same network upon receipt of an ICMP net-un-

reachable message. Using this procedure, attempts were

made to read the clock for 107,799 distinct host ad-

dresses.

In the experiment the clock offsets were measured for

each of the three time protocols relative to the local clock

used on the experiment host, which is synchronized via

radio to NBS standards to within a few milliseconds. The

maximum, minimum and mean offset for up to eight

Protocol Valid Timeout Error Unknown

ICMP 11533 61343 265 532

TIME 8441 1400 2293 na

NTP 784 713 6956 na

Totals 20758 63456 9514 532

Table 1. Time Responses by Protocol

ti−2

ti−1

ti−3

ti

Remote

Server

Local

Server
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replies for each protocol was computed and written to a

statistics file, which contains valid responses, ICMP

error messages of various kinds, timeout messages and

other error indications. In the tabulation shown in Table

1 the timeout column shows the number of occasions

when no reply was received, while the error column

shows the error messages received, including ICMP

time-exceeded, ICMP host-unreachable and ICMP port-

unreachable messages. The unknown column tabulates

occurrences of a specially marked ICMP Timestamp

reply that indicates the host supports the protocol, but

does not have a synchronized time-of-day clock.

In summary, of the 107,799 host addresses surveyed,

94,260 resulted in some kind of entry in the statistics file.

Of these, 20,758 hosts (22%) were successful in return-

ing an apparently valid indication. Note that there may

be more than one attempt to read a host clock and that

some clocks were read using more than one protocol. The

valid entries were then processed to delete all except the

first entry received for each address and protocol. In

addition, if a host replied to an NTP request, all other

entries for that host were deleted, while, if a host did not

reply to an NTP request, but did for a TIME request, all

other entries for that host were deleted. This results in a

list of 8455 hosts which provided an apparently valid

time indication, including 3694 for ICMP Timestamp,

7666 for TIME and 789 for NTP.

In order to discover as many NTP hosts as possible, the

NTP synchronization subnet operating in the Internet

was explored starting from the known primary servers

using special monitoring programs designed for this

purpose. This search, together with those discovered

using the domain-name system and additional informa-

tion gathered by other means, resulted in a total of about

990 NTP hosts. These hosts were then surveyed again,

while keeping track of ancillary information to deter-

mine whether they were synchronized and operating

correctly. This resulted in a list of 946 hosts apparently

synchronized to the NTP subnet and operating correctly.

The methodology used here can miss a sizeable number

of NTP hosts, such as personal computers, hosts not

listed in the NIC or domain-name database and imple-

mentations that do not respond to the monitoring pro-

grams. In fact, extrapolating from data assembled from

personal communications, the grand search described

here discovered much less than half of the NTP-speaking

hosts.

2.1. Evaluation of Timekeeping Accuracy by Pro-
tocol

In evaluating the quality of standard time distribution it

is important to understand the effects of errors on the

applications using the service. For many applications the

maximum error under all conditions is more important

than the mean error under controlled conditions. In these

applications conventional statistics such as mean and

variance are inappropriate. A useful statistic has been

found to be the error distribution plotted on log-log axes

and showing the probability P(x>a) that a sample x from

the population exceeds the value a on the x axis. Figure

3 shows the error distributions for each of the three time

protocols included in the survey. The top line in Figure

3 is for ICMP Timestamp, the next down is for TIME and

the bottom is for NTP.

The graphs shown in Figure 3 suggest several conclu-

sions. First, the time accuracy of the various hosts varies

dramatically over at least nine decades from millisec-

onds to over 11 days. To be sure, not many hosts showed

very large errors and there is cause to believe these hosts

either were never synchronized or were operating im-

properly. In the case of NTP, for example, which is

designed expressly for time synchronization, eight hosts

showed errors above ten seconds, a value considered

barely credible for a host correctly synchronized by NTP

in the Internet. It is very likely that some or all of these

hosts, representing about one percent of the total NTP

population, were using an old NTP implementation with

known bugs. On the other hand, one percent of the ICMP

Timestamp hosts show errors greater than a day, while

one percent of TIME hosts show errors greater than a few

hours. Clearly, at least on some machines running the

latter two protocols, time is not considered a cherished

service.

At the other end of the scale, Figure 3 suggests that at

least 30 percent of the hosts in all three protocols make

some attempt to maintain accurate time to about 30 ms

with NTP, a minute with TIME and a couple of minutes

with ICMP Timestamp. Between this regime and the

one-percent regime the accuracies deteriorate; however,

in general, NTP hosts maintain time about a thousand

times more accurate than either of the other two proto-

cols.
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Figure 3. Offset Error Distributions by Protocol
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3.  NTP Performance Analysis and Measurement

The above experiments were designed to assess the per-

formance of all time servers that could be found in the

Internet, regardless of protocol, system management dis-

cipline or protocol conformance. The remaining experi-

ments described in this paper involve only the NTP

protocol and the algorithms used in NTP implementa-

tions to synchronize the local clock.

3.1. Accuracy and Stability of NTP Primary Time
Servers

In this experiment a number of NTP primary time servers

was surveyed for overall accuracy and stability. Primary

servers are synchronized by radio or satellite to national

standards and located at or near points of entry to national

and international backbone networks. Since they are

monitored and maintained on a regular basis, their per-

formance can be taken as representative of a managed

system.

The experiment operated over a two-week period in

August 1989 using paths between six primary servers on

the east coast, west coast and midwest. All measurements

were made from an experiment host located at the Uni-

versity of Delaware. Most of the paths involve links

operating at 1.5 Mbps or higher, although there are over

a dozen links on some paths and some lower speed links

are in use. Samples of roundtrip delay and clock offset

were collected at intervals from one to 17 minutes on all

six paths and the data recorded in files for later analysis.

Table 2 shows the results of the survey, which involved

about 33,000 samples. For each server the name, syn-

chronization source, number of gateway/router hops and

number of samples are shown. The offset and delay

columns show the sample medians for these quantities in

milliseconds. Note that the number of samples collected

depends on whether the server is selected for clock

synchronization, as determined by the NTP clock-selec-

tion algorithm described in [16].

As in previous surveys of this type, statistics based on

the sample median yield more reliable results than those

based on the sample mean. However, statistics based on

the trimmed mean (also called Fault-Tolerant Average

[10]) with 25 percent of the samples removed are within

a millisecond of the values shown in Table 2.

The residual offset errors apparent in Table 2 can be

traced to subtle asymmetries in path routing and net-

work/gateway configurations. If these can be calibrated,

perhaps using a portable atomic clock, reliable time

transfer over the Internet should be possible within a

millisecond or two if measurements are made over peri-

ods consistent with the two-week experiment. Assuming

successive offset measurements can be made with con-

fidence to this order, frequency transfer over the Internet

could in principle be determined to the order of 10
-9

 in

two weeks.

In order to test this conjecture an experiment was de-

signed to determine the stability of the apparent times-

cale constructed from the first-order offset differences

produced in an experiment similar to that which pro-

duced Table 2. This is similar to the approach described

in [1] to analyze the intrinsic characteristics of a preci-

sion oscillator. In the month-long experiment, measured

offsets were filtered by the algorithm described in the

next section. The resulting samples were averaged at

given intervals from about a minute to about ten days.

The difference in offsets at the beginning and end of the

interval divided by the duration of the interval represents

the frequency during that interval. The standard devia-

tion σ(τ) calculated from the sample population for each

given interval τ is shown in Figure 4. Among the primary

servers listed in Table 2, the lower curve represents the

“best” one (UMD) and the upper curve the “worst” one

(ISI).

The results show that, even for the best server and using

carefully filtered data averaged over periods in the order

of days, reliable stabilities approaching .01 parts per

million (ppm) - about a millisecond per day - are difficult

to achieve without further processing. Techniques which

can approach this goal will be presented later in this

paper.

Host Source Hops Samples Offset Delay

FORD GOES 10 8097 2 190

ISI WWVB 12 2214 -12 269.5

MIT WWV 11 991 -8 178

NCAR WWVB 8 1563 6 231

UIUC WWVB 7 3986 -9 198

UMD WWVB 5 16105 1 60

Table 2. Offset and Delay of Primary Servers (ms)
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3.2. Effects Due to Filtering Algorithm

In order to more completely assess the accuracy and

reliability that clocks can be synchronized using NTP

and the Internet, the paths illustrated in Table 2 were

carefully measured in several surveys conducted over a

period of 18 months. Each survey used up to six time

servers and lasted up to two weeks. A typical survey

involves the path between experiment hosts at the Uni-

versity of Delaware and USC Information Sciences In-

stitute, located near Los Angeles, over a complex path of

up to twelve network hops involving NSFNET, AR-

PANET and several other regional and campus nets. This

path was purposely selected as among the statistically

noisiest in order to determine how well clocks can be

synchronized under adverse conditions.

A number of algorithms for deglitching and filtering

time-offset data are summarized in [12] and [18]. Experi-

ments during the development of NTP Version 2 have

produced an algorithm which provides high accuracy

together with a low computational burden. The key to the

new algorithm becomes evident through an examination

of scatter diagrams plotting clock offset versus roundtrip

delay. Without making any assumptions about the distri-

butions of queueing and transmission delays on either

direction along the path between two servers, but assum-

ing the intrinsic frequency errors of the two clocks are

relatively small, let d0 and c0 represent the delay and

offset when no other traffic is present on the path and so

represents the best estimates of the true values. The

problem is to accurately estimate d0 and c0 from a sample

population of di and ci collected under typical conditions

and varying levels of network load.

Figure 5 shows a typical scatter diagram for the path

under study, in which the points (di, ci) are concentrated

near the apex of a wedge defined by lines extending from

the apex with slopes ±0.5, corresponding to the locus of

points as the delay in one direction increases while the

delay in the other direction does not. From these data it

is obvious that good estimators for (d0, c0) are points near

the apex and that the best offset samples occur at the

lower delays. Therefore, an appropriate technique is

simply to select from the n most recent samples the

sample with lowest delay and use its associated offset as

the estimate. This is the basis of the clock filter shown in
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Figure 2 and the NTP Version 2 algorithm described in

detail in [16].

Figure 6 shows the raw time-offset series for the path

under study over a six-day interval, in which occasional

errors up to several seconds are apparent. Figure 7 shows

the time-offset series produced by the filtering algorithm,

in which the large errors have been dramatically reduced.

Finally, the overall performance of the path is apparent

from the error distributions shown in Figure 8. The upper

line shows the distribution for the raw data, while the

lower line shows the filtered data. The significant facts

apparent from the latter line are that the median error

over all samples was only a few milliseconds, while the

maximum error was no more than 50 ms.

3.3. Effects due to Other Processing Algorithms

Precision timekeeping requires an exceptionally stable

local oscillator reference in order to deliver accurate time

when the synchronization path to a primary server has

failed. Furthermore, the oscillator and control loop must

maintain accurate time and stable frequency over wide

variations in synchronization path delays. For instance,

in order to maintain time to within a millisecond per day

without outside reference, the local oscillator frequency

must maintain stability to within .01 ppm or better.

Stabilities of this order usually require a relatively ex-

pensive oven-compensated quartz oscillator, which is

not a common component in everyday computer sys-

tems. The NTP local clock model uses an adaptive-pa-

rameter, type-II, phase-locked loop (PLL), which

continuously corrects local oscillator phase and fre-

quency variations relative to updates received from the

network or radio clock. The (open-loop) transfer func-

tion is

F(s) = 
ωc

2

s
2τ2

 (1 + 
sτ
ωz

) ,

where ωc is the gain (crossover frequency), ωz the corner

frequency of the lead network (necessary for PLL stabil-

ity), and τ is a parameter used for bandwidth control.

Bandwidth control is necessary to match the PLL dynam-

ics to varying levels of timing noise due to the intrinsic

stability of the local oscillator and the prevailing path

delays in the network. On one hand, the loop must track

uncompensated board-mounted crystals found in com-

mon computing equipment, where the frequency toler-

ance may be only .01 percent and can vary several ppm

as the result of normal room temperature changes. On the

other hand, after the frequency errors have been tracked

for several days, and assuming the local oscillator can be

stabilized accordingly, the loop must maintain stabilities

to the order of .01 ppm. The NTP PLL is designed to

adapt automatically to these regimes by measuring the

sample variance and adjusting τ over a 16-fold range.

In order to assess how closely the NTP PLL meets these

objectives, the experiment described in Section 3.1

above was repeated, but with the local clock of the

experiment host derived from a precision quartz oscilla-

tor. The offsets measured between each of the six pri-

mary servers and the experiment host were collected and

processed by a simulator that duplicates the NTP proc-

essing algorithms. However, in addition to the algo-

rithms described in [16], which select a subset of quality

clocks and from them a single clock as the synchroniza-

tion source, an experimental clock-combining method

involving a weighted average of offsets from all selected

clocks was used. In principle, such methods can reduce

the effect of systematic offsets shown in Table 2 [2].

However, these methods can also significantly increase

the sample variance presented to the PLL and thus reduce

the local-clock stability below acceptable levels. Thus,

the experiment represents a worst-case scenario.

Figure 9 shows the frequency error distribution produced

by the simulator using offset samples collected from all

six primary servers over a four-week period. The results

show that the maximum frequency error over the entire

period from all causes is less than .02 ppm, or a couple

of milliseconds per day. During this period there were

several instances where other servers failed and where

severe congestion on some network paths caused weight-

ing factors to change in dramatic ways and τ to be

adjusted accordingly. Figure 9 may thus represents the

bottom line on system performance at the present level

of NTP technology refinement.

4.  Accuracy and Stability of Radio Synchroniza-
tion

In order to assess the overall system synchronization

accuracy relative to UTC, it is necessary to consider the

inherent accuracy, stability and precision of the radio
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propagation paths and radio clocks themselves. All of the

radio clocks used in the surveys have a design precision

within one millisecond and are potentially accurate to

within a millisecond or two relative to the propagation

medium. However, the absolute accuracy depends on

knowledge of the radio propagation path to the source of

standard time and frequency. In addition, the radio clocks

themselves can be a source of random and systematic

errors.

4.1. Estimation of Propagation Delays

An evaluation of the timekeeping accuracy of the NTP

primary servers relative to national standards in principle

requires calibration by a portable atomic clock; however,

in the absence of a portable clock, the propagation delay

can be estimated for the great-circle path between the

known geographic coordinates of the transmitter and

receiver. However, this can result in errors as large as

two milliseconds when compared to the actual oblique

ray path. Additional errors can be introduced by unpre-

dictable latencies in the radio clocks, operating system,

hardware and in the protocol software (e.g., encryption

delays) for NTP itself.

It is possible to estimate the timekeeping accuracy by

means of a detailed analysis of the radio propagation path

itself. In the case of the WWVB and MSF services on 60

kHz, the variations in path delay are relatively well

understood and limited to the order of 50 microseconds

[5]. In the case of the GOES service the accuracy is

limited by the ability to accurately estimate the distance

along the line-of-sight path to the satellite and the ability

to maintain accurate stationkeeping in geosynchronous

orbit. In principle, the estimation errors for either of these

services is small compared to the accuracy usually ex-

pected of Internet timestamps generated with NTP.

However, in the case of the WWV/H and CHU services,

which operate on HF frequencies from 2.5 through 20

MHz, radio propagation is determined by the upper

ionospheric layers, which vary in height throughout the

day and night, and by the geometric ray path determined

by the maximum usable frequency (MUF) and other

factors, which also vary throughout the day, season and

phase of the 11-year sunspot cycle.

In an effort to calibrate how these effects affect the

limiting accuracy of the NTP primary servers using

WWV/H and CHU services, existing computer programs

were used to determine the maximum usable frequency

(MUF) and propagation geometry for typical iono-

spheric conditions forecast for January 1990 on the 2476-

km path between Newark, DE, and Fort Collins, CO, by

two-hour intervals. The results, shown in Table 3, as-

sume a smoothed sunspot number (SSN) of 194 and

include the time interval (UTC hour), MUF (MHz) and

delay (ms) for frequencies from 2.5 through 20 MHz. In

case no propagation path is likely, the delay entry is left

blank. The delay itself is followed by a code indicating

whether the path is entirely in sunlight (j), in darkness (n)

or mixed (x) and the number of hops. A symbol (m)

indicates two or more geometric paths are likely with

similar amplitudes, which may result in multipath fading

and unstable indications.

From Table 3 it can be seen that the delay decreases as

the controlling ionospheric layer (F2) falls during the

night (to about 250 km) and rises during the day (to about

350 km). The delay also changes when the number of

hops and thus the oblique ray geometry changes. The

maximum delay variation for this particular path is from

8.6 to 9.7 ms, a variation of 1.1 ms. While this variation

represents a typical scenario, other scenarios have been

found where the variations exceed two milliseconds.

These results demonstrate that the ultimate accuracy of

HF-radio derived NTP time may depend on the ability to

accurately estimate the propagation path variations or to

confine observations to the same time each day.

Time

(UTC)

MUF

(MHz)

2.5

(MHz)

5

(MHz)

10

(MHz)

15

(MHz)

20

(MHz)

0 19.8 9.5x2 9.5x2 9.5x2 8.6n1

2 16.0 9.0n2 9.0n2 8.6n1 8.6n1

4 14.7 9.0n2 9.0n2 8.6n1

6 13.9 9.0n2 9.0n2 8.6n1

8 13.4 9.0n2 9.0n2 8.6n1

10 13.0 9.0n2 9.0n2 8.6n1

12 12.8 9.5x2 9.5x2 8.6n1

14 28.8 9.7j2 8.8j1 8.8j1 8.8j1

16 32.7 9.7j2 8.8j1 8.8j1 8.8j1

18 33.9 9.7j2 8.8j1 8.8j1 8.8j1

20 33.1 9.7j2 8.8j1 8.8j1 8.8j1

22 29.9 9.7j2 8.8j1 8.8j1 8.8j1

Table 3. Radio Propagation Delays (ms)
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4.2. Accuracy and Stability of Radio Clocks

The final experiment reported in this paper involves an

assessment of the accuracy and stability of a commercial

WWV/H radio clock under typical propagation condi-

tions. In order to separate these effects from those due to

the measurement host, the local clock was derived from

a precision oven-compensated quartz oscillator with

rated stability of ±5x10
-9

 per day and aging rate of 1x10
-9

per day. The oscillator was set to within about ±1x10
-8

relative to the 20-MHz WWV transmission under good

propagation conditions near midday at the midpoint of

the propagation path. The offsets of the radio clock

relative to the local clock were filtered and processed by

the NTP algorithms (open loop) and then recorded at

30-second intervals for a period of about two weeks.

The results of the experiment are shown in Figure 10 and

Figure 11. Figure 10 shows the estimated frequency error

by intervals for the entire period and reveals a frequency

stability generally within .05 ppm, except for occasional

periods where apparent phase hits cause the indications

to surge. The times of these surges are near times when

the path MUF between the transmitter and receiver is

changing rapidly (see Table 3) and the receiver must

change operating frequency to match. An explanation for

the surges is evident in Figure 11, which shows the

measured offsets during an interval including a typical

surge. The figure shows a negative phase excursion of

about 10 ms near the time the MUF would ordinarily fall

in the evening and a similar positive excursion near the

time the MUF would ordinarily rise in the morning.

Since the phase excursions are far beyond those expected

due to ionospheric effects alone, the most likely expla-

nation is that the increased noise in received WWV/H

signals near the time of MUF-related frequency changes

destabilizes the signal processing algorithms resulting in

incorrect signal tracking. This particular problem has not

been observed with WWVB or GOES radio clocks. 

5.  Conclusions

Over the years it has become something of a challenge

to discover and implement architectures, algorithms and

protocols which deliver precision time in a statistically

rambunctious Internet. In perspective, for the ultimate

accuracy in frequency and time transfer, navigation sys-

tems such as LORAN-C, OMEGA and GPS, augmented

by portable atomic clocks, are the preferred method. On

the other hand, it is of some interest to identify the

limitations and estimate the magnitude of timekeeping

errors using NTP and typical Internet hosts and network

paths. This paper has identified some of what are be-

lieved to be the major limitations in accuracy and meas-

ured their effects in large-scale experiments involving

major portions of the Internet.

The results demonstrated in this paper suggest several

improvements that can be made in subsequent versions

of the protocol and hardware/software implementations,

such as improved radio clock designs, improved time-

base hardware, at least at the primary servers, improved

frequency-estimation algorithms and more diligent

monitoring of the synchronization subnet. When a suffi-

cient number of these improvements mature, NTP Ver-

sion 3 may appear.
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