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Abstract

In 1990 Cooper [10, 11] suggested to use Gröbner basis computa-
tions in order to deduce error locator polynomials of cyclic codes.

The aim of this tutorial is to show, with illuminating examples,
how Cooper’s approach has been refined [6, 7, 8, 9, 14] up to give
both an online decoder [2, 3] and general error locator polynomials
[15, 16, 17].

1 Introduction

In 1990 Cooper [10, 11] suggested to use Gröbner basis computations in
order to correct cyclic codes. Let C be a binary BCH code correcting up to
t errors, s̄ = (s1, . . . , s2t−1) be the syndrome vector associated to a received
word. Cooper’s idea consisted in interpretating the error locators of C as the
roots of the syndrome equation system:

fi :=
t∑

j=1

z2i−1
j − s2i−1 = 0, 1 ≤ i ≤ t,

and, consequently, let F2m be some extension field of F2, the plain error
locator polynomial as the monic generator g(z1) of the principal ideal{

t∑
i=1

gifi, gi ∈ Z2(s1, . . . , s2t−1)[z1, . . . , zt]

}⋂
Z2(s1, . . . , s2t−1)[z1],
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which can be directly computed via the elimination property of lexicograph-
ical Gröbner bases.

In a series of papers [7, 8, 9] Chen et al. improved and generalized
Cooper’s approach to decoding. In particular, for a q-ary [n, k, d] cyclic codes,
with correction capability t, they made the following alternative proposals:

1. denoting, for an error with weight µ, z1, . . . , zµ the error locators,
y1, . . . , yµ the error values, s1, . . . , sn−k ∈ Fqm the associated syndromes,
they interpreted ([7]) the coefficients of the plain error locator polyno-
mial as the elementary symmetric functions

σj(z1, . . . , zµ) = (−1)j
∑

1≤l1≤···≤lµ≤µ

zl1 · · · zlµ , 1 ≤ j ≤ µ,

and the syndromes as the power sum functions, si =
∑µ

j=1 yjz
i
j, and

suggested to deduce the σj’s from the (known) si’s via a Gröbner basis
computation of the ideal generated by the Newton identities;

2. they considered ([8]) the syndrome variety(s1, . . . , sn−k, y1, . . . , yt, z1, . . . , zt) ∈ (Fqm)n+2t : si =
µ∑

j=1

yje
i
j , 1 ≤ i ≤ n− k


and proposed to deduce via a Gröbner basis pre-computation in

Fq[x1, . . . , xn−k, y1, . . . , yt, z1, . . . , zt]

a series of polynomials gµ(x1, . . . , xn−k, Z), µ ≤ t such that, for any
error with weight µ and associated syndromes s1, . . . , sn−k ∈ Fqm ,
gµ(s1, . . . , sn−k, Z) in Fqm [Z] is the plain error locator polynomial.

Their suggestions were improved and refined in (respectively) [2] and
[6, 14]; remark that

1. requires to perform for each received vector up to t Gröbner basis com-
putations; the µth computation deducing the unknown σ1, . . . , σµ in
terms of the known syndromes s1, . . . , sn ∈ GF (qm);

2. requires a pre-computation of a Gröbner basis into a polynomial ring
in 2t + n− k variables.

Both computations are therefore not-necessarily feasible, the first since it
requires an on line computation, the second since the syndrome variety has
too many roots so that the Gröbner basis is less feasable to compute.
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The investigation on the structure of the syndrome variety and on its
Gröbner basis shows that most of its roots are spurious [8] and that the
pre-computed polynomials gµ(x1, . . . , xn, Z) have the telescopical relations
[5, 6]

gµ = Zgµ−1 + c(x1, . . . , xn).

To improve ([15]) the pre-computation it was sufficient to add equations
removing the spurious roots. This new idea permitted to prove the existence
of a computable general error locator polynomial, that is, a polynomial that
satisfies the following property:

given a syndrome vector s ∈ (Fqm)n−k corresponding to an error with
weight µ ≤ t, its t roots are the µ error locations plus zero counted
with multiplicity t− µ.

In this tutorial we assume that the reader is familiar with the notation
for linear and cyclic codes adopted in [4]. In particular, we will use without
comments concepts like: generator polynomial, defining set, correctable syn-
drome, error polynomial, classical error locator polynomial and plain error
locator polynomial.
This tutorial has the following structure. In the second section we present
the Cooper’s idea of using Gröbner bases to decode binary BCH codes. In
the third and fourth sections we describe Chen et al. ideas and we intro-
duce the syndrome variety. The fifth section applies the Gianni–Kalkbrener
Gröbner shape theorem to describe the structure of the syndrome variety.
Section six introduces the general error locator polynomial for cyclic codes.
Section seven is devoted to the on line decoder due to Augot et al. based on
Newton’s identities and Waring formulas.

2 Decoding binary BCH codes

We now describe the decoding algorithm proposed by Cooper in [10] and [11]
to correct a primitive binary BCH codes of length n = 2m − 1.

Let α ∈ F2m be a primitive n-th root of unity and C a primitive BCH
code over F2, with defining set S = {2i+1, 0 ≤ i < t}. From the BCH bound
we know that C can correct at least t errors.

We analyze the decoding process. Once the decoder receives a vector
v ∈ (F2)

n, it computes the associated syndrome s ∈ (F2m)2t and then uses
it to find the unknown error locations αj. We introduce the variables Z =
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(z1, . . . , zt), where zj stands for the error locator αj, j = 1, . . . , t. Thus we
obtain the following system of t polynomials in F2m [Z]:

FC :

{
fi :

t∑
j=1

z2i−1
j − s2i−1, i = 1, . . . , t

}
.

The error locators form a solution (ξ1, . . . , ξt) ∈ (F2m)t of FC . In this way an
error correction procedure is a method of solving the nonlinear polynomial
system FC for z1, . . . , zt. Sometimes finding this solution could be difficult
and ineffective. Cooper’s idea is to transform the system FC to another sim-
pler system of equations having the same roots. Let I be the ideal generated
by FC in F2m [Z] and V(I) the set of its roots. Let G be the reduced Gröbner
basis of I w.r.t. the lex ordering < induced by z1 < · · · < zt; we denote by
g ∈ F2m [z1] the unique polynomial such that G ∩ F2m [z1] = {g}. To find the
error locations, it is useful to define E to be the set of error locators:

(1) E = {ξ1, . . . , ξµ}

and Z the set of all components of the zeros of FC :

(2) Z = {ξ | (ξ, a2, . . . , at) ∈ V(I)}.

Theorem 2.1 ([11]). Let G, I and g be as above. The following hold:

a) E = Z = {ξ | g(ξ) = 0};
b) |E| = µ = deg(g) ≤ t;

c) Le(z) = g(z) =
∏

ξ∈Z(z − ξ), i.e. g is the polynomial whose roots are
the error locators;

d) σ(z) = zµg(z−1).

Remark 2.2. There is in Cooper a designed ambiguity; the arithmetic is per-
formed on the si in F2[si, i ∈ S] but are interpreted as performed on si = si(α)
in F2m. All over this section we have deliberately maintained this ambiguity
which will be solved in the next section; we have done so based on the interpre-
tation of error locator polynomials suggested in [5]: an error locator polyno-
mial is a cascade of devices, each evaluating a rational function al(si) ∈ F2(si)
and connected by gates activated by the value of polynomials β(si) ∈ F2[si];
at arrival of the word, the devices are properly connected, by evaluation of
β(si) ∈ F producing an expression

∑µ
l=1 al(si)z ∈ F2(si)[z], whose evaluation

returns the error locator polynomial
∑µ

l=1 al(si)z ∈ F2(si)[z].
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Example 2.3 ([11]). Let C be a BCH code over F2 and defining set S =
{1, 3}. We want to find the classical error locator polynomial σ(z). As t = 2,
we set P := F2[s1, s3][z1, z2]. Then

I := I(z1 + z2 + s1, z
3
1 + z3

2 + s3) ⊂ P

and the reduced Gröbner basis w.r.t. the lex ordering is

G = {z2
1s1 + z1s

2
1 + s31 + s3, z2 + z1 + s1}.

So g(z) = z2s1 + zs21 + s31 + s3, id est (cf. [5] Example 5.6 pp.138− 139)

σ(z) = 1 + zs1 + z2

(
s31 + s3

s1

)
.

Example 2.4 ([11]). Let C be a BCH code over F2, defining set S = {1, 3, 5}
and t = 3. As in the previous example we set P := F2[s1, s3, s5][z1, z2, z3].
Then

I := I(z1 + z2 + z3 + s1, z
3
1 + z3

2 + z3
3 + s3, z

5
1 + z5

2 + z5
3 + s5) ⊂ P

and the reduced Gröbner basis w.r.t. the lex ordering, with z1 < z2 < z3, is

G = {z3
1s

3
1 + z3

1s3 + z2
1s

4
1 + z2

1s1s3 + z1s
2
1s3 + z1s5 + s61 + s31s3 + s1s5 + s23, z2

2s
3
1 +

z2
2s3 + z2z1s

3
1 + z2z1s3 + z2s

4
1 + z2s1s3 + z2

1s
3
1 + z2

1s3 + z1s
4
1 + z1s1s3 + s21s3 +

s5, z2
2z1 + z2

2s1 + z2z
2
1 + z2s

2
1 + z2

1s1 + z1s
2
1 + s31 + s3, z3 + z2 + z1 + s1}, so that

g(z) = z3(s31 + s3) + z2(s41 + s1s3) + z(s21s3 + s5) + s61 + s31s3 + s1s5 + s23

and σ(z) = 1 + zs1 + z2
(

s21s3+s5
s31+s3

)
+ z3

(
s61+s31s3+s1s5+s23

s31+s3

)
.

In the following example we perform decoding.

Example 2.5. Let C be the binary BCH [15, 5, 7] code. This code has defining
set {1, 3, 5}. If we set β1 := s31 + s3, β2 := s21s3 + s5, and

β3 := s61 + s31s3 + s1s5 + s23 = s1β2 + β2
1 ,

we obtain:
σ(z) = 1 + zs1 + z2β2β

−1
1 + z3β3β

−1
1 .

i) Suppose that the error polynomial is e(x) = x3. Obviously the decoder
does not know the error polynomial, but it receives a vector in (F2)

15

and it calculates the syndrome components, which in this case are:

s1 = α3, s3 = α9, s5 = 1.

So β1 = 0, β2 = 0, β3 = 0 and σ(z) = 1 + zα3. The decoder correctly
concludes that the error locator is α3.
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ii) If the error polynomial is e(x) = x3 + x2, the syndromes are:

s1 = α6, s3 = α5, s5 = α5,

that is, β1 = α11, β2 = α, β3 = 0 and

σ(z) = 1 + zα6 + z2α5 = (1 + zα2)(1 + zα3).

iii) Let e(x) = x3 + x2 + x be the error polynomial, then we have:

s1 = α11, s3 = α11, s5 = 0,

that is, β1 = α5, β2 = α3, β3 = α11 and then

σ(z) = 1 + zα11 + z2α13 + z3α6 = (1 + zα)(1 + zα2)(1 + zα3).

3 Gröbner bases for cyclic codes

3.1 Decoding binary cyclic codes

In [7], Chen et al. generalize the Cooper’s idea of using Gröbner techniques
to decoding binary cyclic codes.

We consider a cyclic code C over F2 with length n and defining set S. As
usual we denote by µ the number of errors which occurred and we name v
an integer such that 0 < v ≤ t and µ ≤ v. Using the zj’s variables for the
error locators (which are n–th roots of unity), we can consider the following
system where each syndrome si represents a value (si ∈ F2m):

FCRHT2 :

{{
v∑

j=1

zi
j − si, i ∈ S

}⋃ {
zn+1

j − zj, 1 ≤ j ≤ v
}}

⊂ F2m [z1, . . . , zv]

Let E and Z be as in (1) and (2). The system FCHRT2 defines an ideal
I = I(FCHRT2) in F2m [z1, . . . , zv]. The zero set of this ideal gives the error
locators and, consequently, the error vector that occurred in the transmission.
Gröbner basis computation can be used to find the solutions of this system.

Let µ be the number of errors really occurred during the transmission,
G ⊂ F2m [z1, . . . , zv] be the reduced Gröbner basis of I w.r.t. the lex ordering
with z1 < · · · < zv, and g(z1) ∈ F2m [z1] such that g(z1) = G ∩ F2m [z1].

Proposition 3.1 ([7]). We have:

a) E ⊆ Z = {ξ : g(ξ) = 0};
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b) |E| = µ ≤ v = deg(g).

Compare Theorem 2.1 a)–b) and Proposition 3.1, which is a generalization
of the previous. As regards c) and d) the following theorem describes the
relation between g and the plain error locator polynomial Le(z) in function
of µ (the weight of the error) and hence implies a decoding algorithm for any
binary cyclic code up to its true minimum distance.

Theorem 3.2 ([7]). We have:

i) If v = µ then V(I) consists of all coordinate permutations of the root
(ξ1, . . . , ξµ), E = Z, Le(z) = g(z) and σ(z) = zµg(z−1).

ii) If v = µ + 1 then (0, ξ1, . . . , ξµ) ∈ V(I), E = Z ∪ {0}, and g(z) =
z (zµσ(z−1)) = zLe(z).

iii) If v ≥ µ + 2 then (ζ, ζ, ξ1, . . . , ξµ, 0 · · · , 0) ∈ V(I), ∀ζ ∈ F2m, E = F2m

and g(z) = zn+1 − z.

iv) If v < µ then G = {1}.
From this theorem we easily deduce a decoding algorithm for all binary

cyclic codes. We will see some examples.

Example 3.3. Let C be the binary cyclic code [21, 6, 7] with defining set
S = {1, 5, 9}. The splitting field is F26and t = 3.

1. We first suppose that two errors occurred with the error polynomial
e(x) = 1 + x. Obviously the decoder does not know µ and e(x), but it
calculates the syndrome components, which are s1 = 1 + α, s5 = 1 + α5

and s9 = 1+α9. We set v = 2. Then the associated polynomial system
FCRHT2 is

{z1 +z2 +(1+α), z5
1 +z5

2 +(1+α5), z9
1 +z9

2 +(1+α9), z22
1 −z1, z

22
2 −z2}

We obtain g(z) = z2 + (1 + α)z + α = (z + 1)(z + α) = Le(z).

2. Let e(x) = 1+x+x3 be the error polynomial. The syndrome components
are s1 = 1 + α + α3, s5 = 1 + α3 + α15 and s9 = 1 + α9 + α27. We set
v = 2. Then FCRHT 2 is

{z1 + z2 + s1, z
5
1 + z5

2 + s5, z
9
1 + z9

2 + s9, z
22
1 − z1, z22

2 − z2, z
22
3 − z3}

and the reduced Gröbner basis of I(FCRHT 2) is G = {1}. So we set
v = 3, the associated polynomial system FCRHT 2 is

{z1+z2+z3+s1, z
5
1+z5

2+z5
3+s5, z

9
1+z9

2+z9
3+s9, , z

22
1 −z1, z

22
2 −z2, z

22
3 −z3}

and g(z) = z3 + (α3 + α + 1)z2 + (α4 + α3 + α)z + α4 = (z + 1)(z +
α)(z + α3) = Le(z).
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3.2 Decoding cyclic codes over GF (q)

In [8], Chen, Reed, Helleseth and Troung generalize Cooper’s approach to
q-adic codes proposing a solution for decoding an error whose weight µ is as-
sumed known and they give an alternative approach via Newton’s identities.

If we consider a cyclic code over Fq, we use the variables y = (y1, . . . , yµ)
for the error values. We suppose that we know the number of errors µ. As
before, our goal is to find the error locations and the corresponding error
values from the known syndromes si ∈ Fqm , i ∈ SC . So we consider the
polynomial system in Fqm [z1, . . . , zµ, y1, . . . , yµ]:

FCHRTq :

8<:
8<:

µX
j=1

yjzi
j − si, i ∈ SC

9=; [ n
zn+1
j − zj , 1 ≤ j ≤ µ

o [ n
yq−1

j − 1, 1 ≤ j ≤ µ
o9=; .

Let I be the ideal in Fqm [z1, . . . , zµ, y1, . . . , yµ] generated by FCHRTq , and
G the reduced Gröbner basis of I w.r.t. the lex ordering < induced by
z1 < · · · < zµ < y1 < · · · < yµ. Then we generalize the definitions (1) and
(2). Let V(I) ⊂ (F)2µ be the roots of I, we set

Z := {ξ : (ξ, a2, . . . , aµ, e1, . . . , eµ) ∈ Z(I)} , E := {ξ1, . . . , ξµ}

the set of the error locators of an error with weight µ.

Theorem 3.4 ([8]). Let g be the monic polynomial in G ∩ F[x1]. We have:

• E = Z = {ξ : g(ξ) = 0};

• #E = µ = deg(g) ≤ t;

• Le(z) = g(z) =
∏

ξ∈Z(z − ξ);

• σ(z) = zµg(z−1).

3.3 A new system with the Newton identities

Denoting σj, 1 ≤ j ≤ µ, the j–th elementary symmetric function on the zi’s,
the plain error locator polynomial is Le(z) = 1 +

∑µ
j=1 σjz

j. The second de-
coding scheme proposed in [8] is based on the relations among all syndromes
si, i = 1, . . . , n, and coefficients σj of Le(z), given by the following theorem.

Theorem 3.5 (Newton identities). Let si =
∑µ

j=1 yjz
i
j (as in FCHRTq), then

the following identities hold:

(3)

{
si +

∑i−1
j=1(−1)jσjsi−j + (−1)iiσi = 0 1 ≤ i ≤ µ

si +
∑µ

j=1 σjsi−j = 0 µ < i < n
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Remark 3.6. If 2µ ≤ n, polynomial Le(z) can be uniquely determined from
the equations (3).

We now need some more notation. We denote by R = {`1, . . . , `r} a set
of representatives for the cyclotomic cosets of {i, 1 ≤ i ≤ n, i 6∈ SC}. We use
variables (T1, . . . , Tµ) and we set that Ti stands for σi, 1 ≤ i ≤ µ, and vari-
ables (U1, . . . , Ur) for (s`1 , . . . , s`r). Then let P := F[T1, . . . , Tµ, U1, . . . , Ur]
and let π be the evaluation defined by

π : K[T1, . . . , Tµ, X1, . . . , Xn] −→ P , π(Xi) :=

{
si ∈ F i ∈ SC

U2α

j i = 2α`j /∈ SC

We consider the set FN of polynomials in P :π
(
Xi +

µ∑
j=1

TjXi−j

)
, µ < i < n

 ⋃ {
Uqm

j − Uj , 1 ≤ j ≤ r
}⋃ {

T qm

l − Tl, 1 ≤ l ≤ µ
}

Theorem 3.7 ([8]). For each l, 1 ≤ l ≤ µ, let gl ∈ F[Tl] be the monic
generator polynomial of I(FN) ∩ F[Tl]. Then gl = Tl − σl.

Remark 3.8. Any gl can be found in an appropriate Gröbner basis.

4 The CRHT syndrome variety

In the decoding algorithms presented up to now, we have to do, for any word
to be decoded, a Gröbner basis computation with syndromes considered as
parameters, which are calculated from the received word and substituted
into the system. Moreover, different Gröbner basis computations must be
performed for different potential error weights, until the true weight of the
actual error is obtained.

In [9] a new method is described in which we calculate the Gröbner basis
as a “preprocessin”, with the syndromes taken as variables xi. In this way
the system has more variables, but we have to calculate the Gröbner basis
only once and then simply evaluate it at the actual syndromes each time a
word is received.

We use the variables x, z and y with the usual meaning (syndromes, loca-
tors, values) and consider system FCRHT ⊂ Fq[x1, . . . , xn−k, zt, . . . , z1, y1, . . . , yt]:{{

t∑
j=1

yjz
i
j − xi, i ∈ S

}
∪

{
zn+1

j − zj, 1 ≤ j ≤ t
}
∪

{
yq−1

j − 1, 1 ≤ j ≤ t
}}

.

Let V(I) ⊂ (Fqm)2µ and G be the reduced Gröbner basis of I = I(FCRHT )
w.r.t. lex < with x1 < · · · < xn−k < zt < · · · < z1 < y1 < · · · < yt.
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Remark 4.1. The ideal I is zero–dimensional. From now on we refer to I
as the syndrome ideal and to V(I) as the syndrome variety.

The decoding algorithm presented in [9] is build on this claim: the Gröbner
basis G contains for each i, 1 ≤ i ≤ t, a single element

gi ∈ Fq[x1, . . . , xn−k, zt, . . . , zt−i+1]

with positive degree in zt−i+1 .

Remark 4.2. This claim is clearly not true, as shown in [14].

Theorem 4.3. [9] Let e be the error vector of weight µ′ ≤ t and s =
(s1, . . . , sn−k) the syndrome vector.

Under the assumption above and setting

gi(x1, . . . , xn−k, 0, . . . , 0, zt−i+1) =

ni∑
j=0

ci,jz
j
t−i+1,

we have that

1. The following conditions are equivalent:

a) there are exactly µ errors;

b) c1,0(s) = · · · = ct−µ,0(s) = 0 6= ct−µ+1,0(s);

2. Le(z) = gcd (gt−µ(s, 0, z), zn − 1).

From the theorem we directly design the following decoding algorithm:

µ := 1

While cµ,0(s1, . . . , sn−k) = 0 do µ := µ + 1

g := gcd (gµ(s1, . . . , sn−k, 0, . . . , 0, z), zn − 1)

σ(z) := zµg(z−1)

Table 1: CHRT decoding algorithm

The proposed algorithm needs the assumption that the related Gröbner
basis has a particular structure, but in [14] Loustaunau and York remark
that the CRHT assumption, in general, does not hold and they make a weak
proposal to correct the CRHT algorithm. Moreover, they observe that the
suggested Gröbner computation cannot be performed by the best software
and hardware of the period (1997), therefore suggest to use the FGLM al-
gorithm (the ideal is 0-dimensional). Their remark is particular significant,
since the same software/hardware is able to compute Cooper’s ideal Exam-
ple 2.5 within 18 secs.
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5 The Gianni–Kalkbrenner shape theorem

The structure of the Gröbner basis of a zero–dimensional ideal has been
deeply analyzed in [12] and [13]. [6] gives a correct and optimized version of
the CRHT decoding algorithm, based on the Gianni–Kalkbrenner Gröbner
shape theorem.

Let F be a field and F its algebraic closure. We set P = F[x1, . . . , xn]. For
any f ∈ P , we will denote by T(f) the leading term of f (w.r.t. a fixed term
ordering); and, for any set H ⊂ P, T{H} denotes the set {T(h) | h ∈ H}.
We will use the lexicographical ordering < induced by x1 < · · · < xn. In
order to describe the structure of the Gröbner basis of an ideal, we need to
consider P also as univariate polynomials in the variable xn with coefficients
in the polynomial ring F[x1, . . . , xn−1]. For any element f ∈ P we have:

f =
h∑

k=0

bk(x1, . . . , xn−1)x
k
n = Tp(f) + · · ·+ Lp(f)xh

n,

where we will denote by Lp(f) = bh(x1, . . . , xn−1) the leading polynomial and
by Tp(f) = b0(x1, . . . , xn−1) the trailing polynomial of f .

Definition 5.1. Let I ⊂ P be an ideal and d an integer such that d ≤ n.
The d–th elimination ideal Id is the ideal of F[x1, . . . , xd] defined by Id =
I ∩ F[x1, . . . , xd].

We consider an ideal I ⊂ P and we name V(Id) ⊂ Fd
the set of the roots

of Id. Let G = {g1, . . . , gs} be a Gröbner basis of I ⊂ P w.r.t. <, ordered so
that T(g1) < · · · < T(gs). For any ι ≤ n, let Gι be G ∩ F[x1, . . . , xι] and

∀` ∈ N, Gι` := {g ∈ Gι \Gι−1 | degxι
(g) = `},

so that each Gι can be decomposed into blocks of polynomials according
to their degree with respect to the variable xι: Gι = t`Gι`. In this way, if
g ∈ Gι`, we have

• g ∈ F[x1, . . . , xι−1][xι] \ F[x1, . . . , xι−1];

• degxι
(g) = `, i.e. g = Lp(g)x`

ι + . . . + Tp(g).

Theorem 5.2 ([12, 13]). Let α := (a1, . . . , ad) ∈ V(Id) and Φα s.t.
Φα : P → F[xd+1, . . . , xn],

f(X) → f(α, xd+1, . . . , xn).

Let ε be the minimal value such that Φα(Lp(gε)) 6= 0 and j, δ the values such
that gε ∈ Gjδ. Then

1. j = d + 1;
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2. for each g ∈ Gι`:

• if ι ≤ d then Φα(g) = 0;

• if ι = d + 1 = j, ` < δ then Φα(g) = 0;

3. Φα(gε) = gcd (Φα(g) : g ∈ Gd+1) ∈ F[xd+1];

4. for each a ∈ F;

(a1, . . . , ad, a) ∈ V(Id+1) ⇐⇒ Φα(gσ)(a) = 0.

This theorem allows us to improve the CRHT–algorithm. We use vari-
ables (x1, . . . , xn−k), (z1, . . . , zt) and (y1, . . . , yt) as in FCRHTq , and we set
Q := Fq[x1, . . . , xn−k] and P := Fq[x1, . . . , xn−k, zt, . . . , z1, y1, . . . , yt]. Then
we consider the following equations:

fi :=
t∑

l=1

ylz
j
l − xi, hj := zn+1

j − zj, λj := yq
j − 1, χi := xqm

i − xi.

We obtain the polynomial equations system:

FCM = {fi, hj, λj, χi : 1 ≤ j ≤ t, 1 ≤ i ≤ n− k} ⊂ P .

Remark 5.3. Respect to FCRHTq this system adds the relations xqm

i −xi sat-
isfied by the syndromes. The role of the polynomials hj, λj, χj, is noteworthy,
in fact they remove all the roots that are in algebraic extensions outside F
and they make the other roots simple. This means that the syndrome ideal I,
which is a zero dimensional ideal, is also radical.

Let G be the reduced Gröbner basis of the I w.r.t. the lex ordering <
induced by x1 < · · · < xn−k < zt < · · · < z1 < y1, · · · < yt. Let us then
denote, for each ι ≤ n and each ` ∈ N

Gι := G ∩Q[zt, · · · , zι] and Gι` := {g ∈ Gι \Gι+1 : degxι
(g) = `}.

Moreover we enumerate each Gι` as

Gι` := {gι`1, . . . , gι`jι`
},T(gι`1) < · · · < T(gι`jι`

).

Theorem 5.4. With the above notation, we have:

• if ` < ι then Gι` = ∅;

• if ` > ι then ` = n + 1, Gι` = {zn+1
ι − zι}

For each g ∈ Gιι,

Lp(g)(s1, . . . , sn−k, 0, . . . , 0) 6= 0 ⇐⇒ g(s1, . . . , sn−k, 0, . . . , 0, zµ) 6= 0.

If the error has weight µ, then, for each g ∈ Gιι,

12



1. if ι < µ then g(s1, . . . , sn−k, 0, . . . , 0, zι) = 0;

2. if ι = µ and Lp(g)(s1, . . . , sn−k, 0, . . . , 0) 6= 0 then

0 6= g(s1, . . . , sn−k, 0, . . . , 0, zµ) = zµ
µLe(zµ);

3. if ι = µ + 1 and Lp(g)(s1, . . . , sn−k, 0, . . . , 0) 6= 0 then

g(s1, . . . , sn−k, 0, . . . , 0, zι) = zι · (zµ
ι Le(zι)) ;

4. if ι > µ + 1 and Lp(g)(s1, . . . , sn−k, 0, . . . , 0) 6= 0 then

zι · (zµ
ι Le(zι)) | g(s1, . . . , sn−k, 0, . . . , 0, zι).

Example 5.5. We consider the cyclic code [15, 5, 7] over F2 and defining set
{1, 3, 5}. The syndrome ideal I is generated by: {z1+z2+z3+x1, z3

1+z3
2+z3

3+
x3, z5

1 +z5
2 +z5

3 +x5, x
16
1 +x1, x16

2 +x2, x16
3 +x3, z16

1 +z1, z16
2 +z2, z16

3 +z3}. The
relevant part of the reduced Gröbner basis of I is {g3 3 1, g3 3 2, g3 3 3, g3 16 1,
g2 2 1, g2 2 2, g2 2 3, g2 2 4, g2 16 1, g1 1 1}, where1

g3 3 1 = z3
3(x2x3

3 + x2) + z2
3x1x2x

3
3 + z2

3x1x2 + z3x
11
1 x3

2 + z3x
8
1x

4
2x

3
3

+ z3x
6
1x

3
2x3 + z3x

5
1x

10
2 + z3x

5
1x

5
2x

3
3 + z3x

5
1x

3
3 + z3x

4
1x

2
2x

2
3 + z3x

3
1x

4
2x3

+ z3x
2
1x

11
2 x3

3 + z3x
2
1x

11
2 + z3x

2
1x

6
2x

3
3 + z3x

2
1x

6
2 + z3x1x

8
2x

2
3 + z3x1x

3
2x

2
3

+ z3x
10
2 x3 + z3x

5
2x3 + z3x3 + x121 x32 + x81x2x

2
3 + x71x

8
2x3 + x71x

3
2x3 + x61x

10
2

+ x61x
3
3 + x51x

12
2 x23 + x41x

9
2x3 + x31x

11
2 + x31x

6
2x

3
3 + x31x

6
2 + x31x2x

3
3 + x31x2

+ x21x
13
2 x23 + x1x152 x3 + x1x102 x3 + x1x3 + x122 x33 + x72x

3
3 + x22,

g3 3 2 = z3
3(x

5
2 + x3

3) + z2
3x1x

5
2 + z2

3x1x
3
3 + z3x

11
1 x2

2 + z3x
8
1x

13
2 x3

3 + z3x
8
1x

8
2

+ z3x
8
1x

3
2 + z3x

7
1x

5
2x

2
3 + z3x

6
1x

7
2x3 + z3x

5
1x

14
2 x3

3 + z3x
5
1x

9
2x

3
3 + z3x

5
1x

9
2

+ z3x
4
1x2x

2
3 + z3x

3
1x

13
2 x3 + z3x

2
1x

10
2 x3

3 + z3x
2
1x

5
2x

3
3 + z3x

2
1x

5
2 + z3x

2
1

+ z3x1x
12
2 x2

3 + z3x1x
7
2x

2
3 + z3x

9
2x3 + x121 x22 + x81x

5
2x

2
3 + x71x

12
2 x3 + x71x

2
2x3

+ x61x
9
2x

3
3 + x61x

4
2 + x51x2x

2
3 + x41x

13
2 x3 + x31x

15
2 + x31x

10
2 x33 + x31x

10
2

+ x31x
3
3 + x31 + x21x

2
2x

2
3 + x1x92x3 + x112 ,

g3 3 3 = z3
3(x1 + x2

2x
2
3) + z2

3x
2
1 + z2

3x1x
2
2x

2
3 + z3x

12
1 x2

2 + z3x
8
1x

5
2x

2
3 + z3x

8
1x

2
3

+ z3x
7
1x

12
2 x3 + z3x

7
1x

7
2x3 + z3x

7
1x

2
2x3 + z3x

6
1x

14
2 x3

3 + z3x
6
1x

9
2x

3
3 + z3x

6
1x

9
2

+ z3x
5
1x

11
2 x2

3 + z3x
5
1x2x

2
3 + z3x

4
1x

13
2 x3 + z3x

4
1x

8
2x3 + z3x

4
1x

3
2x3+

+ z3x
3
1x

10
2 x3

3 + z3x
3
1x

10
2 + z3x

3
1x

5
2x

3
3 + z3x

3
1x

5
2 + z3x

2
1x

12
2 x2

3 + z3x1x
4
2x3

+ z3x
11
2 x3

3 + z3x
6
2x

3
3 + x101 x32 + x81x

12
2 x3 + x81x

7
2x3 + x71x

4
2x

3
3 + x61x

11
2 x23

+ x61x
6
2x

2
3 + x51x

8
2x3 + x51x

3
2x3 + x41x

15
2 + x41x

10
2 + x41x

5
2x

3
3

+ x31x
7
2x

2
3 + x21x

4
2x3 + x1x112 + x1x62x

3
3 + x1x62 + x132 x23 + x82x

2
3

g3 16 1 = z16
3 + z3,

1The bold polynomials are the leading polynomials, the typewriter ones are the
trailing polynomials.
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g2 2 1 = z2
2(x2x3

3 + x2) + z2z3(x2x3
3 + x2) + z2x1(x2x3

3 + x2) + z2
3x2x

3
3 + z2

3x2

+ z3x1x2x
3
3 + z3x1x2 + x111 x32 + x81x

4
2x

3
3 + x71x2x

2
3 + x61x

3
2x3 + x51x

10
2

+ x51x
5
2x

3
3 + x51x

3
3 + x41x

2
2x

2
3 + x31x

4
2x3 + x21x

11
2 x33 + x21x

11
2

+ x21x
6
2x

3
3 + x21x

6
2 + x1x82x

2
3 + x1x32x

2
3 + x102 x3 + x52x3 + x3,

g2 2 2 = z2
2(x

5
2 + x3

3) + z2z3(x5
2 + x3

3) + z2x1(x5
2 + x3

3) + z2
3x

5
2 + z2

3x
3
3 + z3x1x

5
2

+ z3x1x
3
3 + x111 x22 + x81x

13
2 x33 + x81x

8
2 + x81x

3
2 + x71x

5
2x

2
3 + x51x

9
2x

3
3 + x51x

9
2 + x41x2x

2
3

+ x31x
13
2 x3 + x21x

10
2 x33 + x21x

5
2x

3
3 + x21x

5
2 + x21 + x1x122 x23 + x1x72x

2
3 + x92x3,

g2 2 3 = z2
2(x1 + x2

2x
2
3) + z2z3(x1 + x2

2x
2
3) + z2x1(x1 + x2

2x
2
3) + z2

3x1 + z2
3x

2
2x

2
3

+ z3x
2
1 + z3x1x

2
2x

2
3 + x121 x22 + x81x

5
2x

2
3 + x81x

2
3 + x71x

12
2 x3 + x71x

7
2x3 + x71x

2
2x3

+ x61x
14
2 x33 + x61x

9
2x

3
3 + x61x

9
2 + x51x

11
2 x23 + x51x2x

2
3 + x41x

13
2 x3 + x41x

8
2x3 + x41x

3
2x3

+ x31x
10
2 x33 + x31x

10
2 + x31x

5
2x

3
3 + x31x

5
2 + x21x

12
2 x23 + x1x42x3 + x112 x33 + x62x

3
3,

g2 2 4 = z2
2(z3 + x2

2x
2
3) + z2z3(z3 + x2

2x
2
3) + z2x1(z3 + x2

2x
2
3) + z2

3x
2
2x

2
3 + z3x1x

2
2x

2
3

+ x121 x22 + x81x
5
2x

2
3 + x81x

2
3 + x71x

12
2 x3 + x71x

7
2x3 + x71x

2
2x3 + x61x

14
2 x33 + x61x

9
2x

3
3

+ x61x
9
2 + x51x

11
2 x23 + x51x2x

2
3 + x41x

13
2 x3 + x41x

8
2x3 + x41x

3
2x3 + x31x

10
2 x33

+ x31x
10
2 + x31x

5
2x

3
3 + x31x

5
2 + x31 + x21x

12
2 x23 + x1x42x3 + x112 x33 + x62x

3
3 + x2,

g2 16 1 = z16
2 + z2, g1 1 1 = z1 + z2 + z3 + x1.

that we can rewrite compactly as

g3 3 1 = z3
3(x2x3

3 + x2) + · · ·+ A
g3 3 2 = z3

3(x
5
2 + x3

3) + · · ·+ B
g3 3 3 = z3

3(x1 + x2
2x

2
3) + · · ·+ C

g3 16 1 = z16
3 + z3,

g2 2 1 = z2
2(x2x3

3 + x2) + · · ·+ D
g2 2 2 = z2

2(x
5
2 + x3

3) + · · ·+ E
g2 2 3 = z2

2(x1 + x2
2x

2
3) + · · ·+ F

g2 2 4 = z2
2(z3 + x2

2x
2
3) + · · ·+ G

g2 16 1 = z16
2 + z2, g1 1 1 = z1 + z2 + z3 + x1,

If we restrict our attention to the leading polynomials we note that Lp(g3 3 1) =
Lp(g2 2 1), Lp(g3 3 2) = Lp(g2 2 2) and Lp(g3 3 3) = Lp(g2 2 3). Moreover we
can observe a telescopic behavior, namely:

g3 3 1(x1, x2, x3, z3) = z3g2 2 1(x1, x2, x3, 0, z3) + Tp(g3 3 1)(x1, x2, x3),
g3 3 2(x1, x2, x3, z3) = z3g2 2 2(x1, x2, x3, 0, z3) + Tp(g3 3 2)(x1, x2, x3),
g3 3 3(x1, x2, x3, z3) = z3g2 2 3(x1, x2, x3, 0, z3) + Tp(g3 3 3)(x1, x2, x3),

g2 2 ∗(x1, x2, x3, 0, z2) = z2Lp(g2 2 ∗)(z2 + x1) + Tp(g2 2 ∗)(x1, x2, x3).

We conclude this section with the algorithm proposed in [6]. It accepts
as input a syndrome vector and outputs an error locator polynomial.
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µ := t, g := 1,

Repeat

j := 0

Repeat j := j + 1

Until Lp(gµµj)(s, 0) 6= 0 or j > jµµ

If j > jµµ then µ := µ− 1

else

If Tp(gµµj)(s, 0) = 0 do µ := µ− 1

else

g(z) := gµµj(s, 0, z);

Until g 6= 1 or µ = 0

Output µ, xµg(x−1)

Table 2: Caboara decoding algorithm

The decoder performs the following branchings:

s2s3
3 + s2 6= 0 A 6= 0 → g3 3 1

A = 0 D 6= 0 → g2 2 1

D = 0 → g1 1 1

s2s3
3 + s2 = 0 s5

2 + s3
3 6= 0 B 6= 0 → g3 3 2

B = 0 E 6= 0 → g2 2 2

E = 0 → g1 1 1

s5
2 + s3

3 = 0 s1 + s2
2s2

3 6= 0 C 6= 0 → g3 3 3

C = 0 F 6= 0 → g2 2 3

F = 0 → g1 1 1

s1 + s2
2s2

3 = 0 s2
2s2

3 6= 0 G 6= 0 → g2 2 4

G = 0 s1 6= 0 → g1 1 1

s1 = 0 → 1
s2
2s2

3 = 0 s1 6= 0 → g1 1 1

s1 = 0 → 1

Remark 5.6. [6] reports also a proposal (suggested by M. Sala) of comput-
ing and processing, for each µ, 1 ≤ µ ≤ t, the Gröbner basis of the ideal,
encoding only the case in which there are exactly µ errors and performing a
postprocessing using Gröbner technology in order to improve the syndrome
test. The result (still for {1, 3, 5}) is a very promising decision tree:

s2 = 0 s3 = 0 =⇒ L = 1

s2 = 0 s3 6= 0 =⇒ L = 1 + zs1 + z2s2
1

s5
2 + 1 = 0 s3 = 0 s1 = 0 =⇒ L = 1 + z3s2

s5
2 + 1 = 0 s3 = 0 s1 6= 0 =⇒ L = 1 + zs1

+ z2
`
s11
1 s2

2s5
1s4

2

´
+ z3s9

1s3
2

s5
2 + 1 = 0 s3 6= 0 σ = 0 =⇒ L = 1 + zs1

s5
2 + 1 = 0 s3 6= 0 σ 6= 0 =⇒ L = 1 + zs1

+ z2
`
s2
1 + s4

2s4
3

´ `
s5
1s2

3 + σ−1
´

+ z3s2
1s2

2s3

`
s5
1 + s10

2 s10
3

´
σ−1

s6
2 + s2 6= 0 s3 = 0 =⇒ L = 1 + zs1 + z2s2

1s5
2
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s6
2 + s2 6= 0 s3

3 6= 0 s1 = 0 =⇒ L = 1 + z2s−1
2 s3 + z3s2

s6
2 + s2 6= 0 s3

3 6= 0 ρ = 0 =⇒ L = 1 + zs1 + z2s9
2s3

s6
2 + s2 6= 0 s3

3 6= 0 s1ρ 6= 0 =⇒ L = 1 + zs1

+ z2
`
s5
1s8

2s3 + s3
1s2

2s2
3

´
ρ−1

+ z2
`
s2
1s9

2s3 + s13
2 s2

3

´
ρ−1

+ z3s4
1s3

2s3

+ z3s3
1s5

2 + s1s−1
2 s3 + s−4

2

where ρ := s2
1 + s1s

2
2s

2
3 + s−1

2 s3

σ := s1 + s2
2s

2
3.

6 The general error locator polynomial

If we consider the syndrome variety V (FCM), then we have that, for every
given correctable syndrome s ∈ (Fqm)n−k, there are some points in V (FCM)
that uniquely determine the error locations and the error values. Unfortu-
nately in V (FCM) there are also other points that do not correspond directly
to error vectors. Such points are of type:

(ξ1, . . . , ξµ, ζ, ζ, 0, . . . , 0︸ ︷︷ ︸
t−(µ+2)

, y1, . . . , yµ, Y,−Y, y1, . . . , yt−(µ+2)) ,

with ζ any n-th root of unity, Y, yj arbitrary elements in Fq and yj in Fq the
error values corresponding to the error locators ξj. In [15] a new syndrome
variety is proposed, which permits to eliminate these spurious solutions and
to define the general error locator polynomial. We consider [n, k, d] cyclic
codes over Fq, with (q, n) = 1. We need the following definition.

Definition 6.1. Let n ∈ N be an integer. We denote by pll̃ ∈ K[z1, . . . , zt]
the polynomial:

pll̃ :=

(
zn

l − zn
l̃

)
zl − zl̃

, 1 ≤ l < l̃ ≤ t.

We consider a new syndrome ideal I = I(V (FOS)), the OS ideal, as:

FOS = {fi, hj, χi, λj, pll̃, 1 ≤ l < l̃ ≤ t, 1 ≤ i ≤ n− k, j ∈ S} ⊂ P ,

where

fi :=
t∑

l=1

ylz
j
l − xi, pll̃ := zl̃zlpll̃,

hj := zn+1
j − zj, λj := yq−1

j − 1, χi := xqm

i − xi

Let G be the reduced Gröbner basis of I w.r.t. the lex ordering with x1 <
· · · < xn−k < zt < · · · < z1 < y1 < · · · < yt. We have
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Theorem 6.2 ([15]). Let I and G be as above. Then:

• G ∩Q[z1, . . . , zt] = ∪t
i=1Gi;

• Gi = ∪i
δ=1Giδ and Giδ 6= ∅, 1 ≤ i ≤ t and 1 ≤ δ ≤ i;

• Gii = {gii1}, 1 ≤ i ≤ t, i.e. exactly one polynomial exists with degree i
w.r.t. the variable zi in Gi;

• Lt(gii1) = zi
i , Lp(gii1) = 1;

• if 1 ≤ i ≤ t and 1 ≤ δ ≤ i− 1, then ∀g ∈ Giδ, Tp(g) = 0.

Let gtt1 be the unique polynomial with degree t w.r.t. variable zt in Gt:

gtt1 = zt
t +

t∑
l=1

at−lz
t−l
t

The following properties are equivalent:
• there are exactly µ errors;

• at−l(s) = 0 for l > µ and at−µ(s) 6= 0;

• gtt1(s, zt) = zt−µ (Le(z));

and imply that σ(z) = zµgtt1(s, z
−1). This means that gtt1 is a monic poly-

nomial in Q[z] which satisfies the following property:

given a syndrome vector s = (s1, . . . , sn−k) ∈ (Fqm)n−k corresponding
to an error with weight µ ≤ t, then its t roots are the µ error locations
plus zero counted with multiplicity t− µ,

and is called a general error locator polynomial of C.

Theorem 6.3 ([15]). Every cyclic code possesses a general error locator
polynomial.

Once we have computed a general error locator polynomial for the code
C, the decoding algorithm is straightforward:

Input s = (s1, . . . , sn−k)
µ = t

While at−µ(s1, . . . , sn−k) = 0 do
µ := µ− 1;

Output µ, Le(z)

Table 3: Orsini–Sala decoding algorithm
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Example 6.4. We consider the cyclic code of Example 5.5 with the OS
syndrome ideal. The result is already relatively small

g331 = z3
3 + z2

3x1 + z3(x3x
9
2 + x3x

8
2x

3
1 + x3x

4
2 + x3x2x

9
1) + z3(x15

2 x2
1 + x14

2 x5
1 + x13

2 x8
1

+ x12
2 x11

1 + x11
2 x14

1 ) + z3(x10
2 x2

1 + x7
2x

11
1 + x6

2x
14
1 + x5

2x
2
1 + x3

2x
8
1 + x2

2x
11
1 + x2

1)
+ x3x

9
2x1 + x3x

8
2x

4
1 + x3x

4
2x1 + x3x2x

10
1 + x15

2 x3
1 + x14

2 x6
1 + x13

2 x9
1 + x12

2 x12
1

+ x11
2 x15

1 + x10
2 x3

1 + x7
2x

12
1 + x6

2x
15
1 + x5

2x
3
1 + x3

2x
9
1 + x2

2x
12
1 + x2

but clever guessing inspired by eye-inspection gives a more compact presen-
tation

g331 = A3 + AE + B

where A := x1 + z3, B := x2 + x3
1, C := x3 + x5

1,

D := x8
2 + x7

2x
3
1 + x3

2 + x9
1, E := x2

1(B
15 − 1)− Cx2D.

The efficiency of this algorithm obviously depends on the sparsity of the
general error locator polynomial. Even if at present there is no known the-
oretical proof of the sparsity of general error locator polynomials, there are
some experimental evidence, at least in the binary case. In [17] and [16] it
is shown that this algorithm may be applied efficiently to all binary cyclic
code with t ≤ 2 and length n less then 63, as we now detail. Recalling that
the following trivial theorem holds for each binary cyclic codes with t ≤ 2,

Theorem 6.5. Let C be a code with t = 1 and s a correctable syndrome, then
the general error locator polynomial is LC(X, z) = z + a, where a ∈ F2[X].
Moreover, there is one error if and only if a(s) 6= 0 and in that case the error
location is a(s). Let C be a code with t = 2, s a correctable syndrome and z̄1

and z̄2 the error locations. Then LC(X, z) = z2 + az + b, where a, b ∈ F2[X],
and b(s) = z̄1z̄2, a(s) = z̄1 + z̄2. Moreover, there are two errors if and only if
b(s) 6= 0, and there is an error if and only if b(s) = 0 and a(s) 6= 0 (in this
case the error location is a(s)).

Let us now state the main theorems of [17]:

Theorem 6.6. Let C be a binary [n, k, d] code with n ≤ 61 and d = 3, 4
[t = 1]. We denote by S a defining set of C and LC ∈ Fq[x1, . . . , xn−k][z] a
general error locator polynomial. Then there are only four cases:

1) C has a defining set of type S = {m}, with (n,m) = 1. Then there
exixts an integer k modulo n such that LC = z + xk

1 .

2) C has a defining set of type S = {m, h}, with (m, h) = 1. Then there
exist two integers m′ and h′ modulo n such that

LC = z + xm′

1 xh′

2 .
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3) C is a sub-code of a code C ′ of type 1) or 2) and LC = LC′.

4) C is equivalent to a code C ′ of type 1), 2) or 3) and LC can be trivially
obtained from LC′.

The following theorem shows an interesting property for a wide class of
2-error correcting codes.

Theorem 6.7. Let C be a code with length 3 ≤ n ≤ 125(n 6= 105) and
distance d = 5, 6. Then C is equivalent to a code D s.t. 1 ∈ SD.

From this it is easy to prove that if C is a binary [n, k, d] code with
7 ≤ n < 63 (n odd) and d = 5, 6, then

LC = z2 + x1z + b(x1, . . . , xn−k),

where b(x1, . . . , xn−k) ⊂ F2[x1, . . . , xn−k].

Theorem 6.8. Let C be a binary [n, k, d]-code with 7 ≤ n < 63 (n odd) and
d = 5, 6, [t = 2]. Then there are seven cases:

1. n is such that the code with defining set {0, 1} has distance d ≥ 5;

2. C is a BCH code, i.e. SC = {1, 3} and

b = xn−1
1 (x3

1 + x2);

3. C admits a defining set SC = {1, n− 1, l}, with l = 0, n/3, and

b =

{
x1x

−1
2 (1 + x3) l = 0
x3
3+1

x
n/3
1 x

2/3n
2 x3+1

l = n/3

4. C admits a defining set SC = {1, n/l}, for some l ≥ 3;

5. C is one of the following

• n = 31, SC = {1, 15};
• n = 31, SC = {1, 5};
• n = 45, SC = {1, 21};
• n = 51, SC = {1, 9};
• n = 51, SC = {0, 1, 5}

6. C is a sub-code of one of the codes of the above cases;

7. C is equivalent to one of the codes of the above cases.

In all cases b is very short and in most cases a formula can be given.
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7 A Newton-based decoder

A different approach based on Newton identities (3) has been recently pro-
posed [3] (see also [2]): unlike [15], whose aim is to produce a single general
locator, they follow the suggestion given by [6] (Remark 5.6) of splitting the
computation according to the potential weights. Denote

F (σ̂)
µ :=

σ̂j − (−1)j
∑

1≤l1≤···≤lj≤µ

zl1 · · · zlj , 1 ≤ j ≤ µ

 ⊂ F[σ̂1, . . . , σ̂µ, z1, . . . , zµ],

F (X)
µ :=

{
xi −

∑µ
j=1 zi

j, 1 ≤ i ≤ µ + n
}
∪{xi+n − xi, 1 ≤ i ≤ µ} ⊂ F[X, z1, . . . , zµ],

Iµ ⊂ F[σ̂, X, Z] = F[σ̂1, . . . , σ̂µ, x1, . . . , xµ+n, z1, . . . , zµ] := Q

the ideal generated by F (σ̂)
µ ∪ F (X)

µ , ∆µ :=
∏µ

i=1 zi

∏
1≤i<j≤µ(zi − zj) and2

I∞µ = {f ∈ Q : exists n ∈ N : f∆n
µ ∈ Iµ} ∩ F[σ̂1, . . . , σ̂µ, x1, . . . , xµ+n].

Fact 7.1. [3] Denoting by Gµ the Gröbner basis of I∞µ w.r.t. the lex ordering
induced by σ̂i < xl, l 6∈ SC and σ̂i > xl, l ∈ SC, Tµ := Gµ ∩ F[xl : l ∈ SC ], the
following hold

1. I∞µ is a radical 0-dimensional ideal;

2. its roots (σi, sl) are exactly the values σi = (−1)j
∑

1≤l1≤···≤lj≤µ el1 and

sl =
∑µ

j=1 el
j where e1, . . . , eµ run among the error locations of the

words of weight exactly µ;

3. for each i, 1 ≤ i ≤ µ there are piµ, qiµ ∈ Fq[xl : l ∈ SC ] such that
piµσi − qiµ ∈ Gµ

4. for an error e and the corresponding syndromes (sl : l ∈ SC) we have

• the weight of e is µ if and only if t(sl) = 0 for each t ∈ Tµ

• the corresponding error locator polynomial is 1+
∑µ

i=1
qiµ(sl)

piµ(sl)
zi

Thus the associated decoding algorithm consists in

1. (precomputation) For each weight µ compute the Gröbner basis Gµ of
I∞µ w.r.t the lex ordering induced by σ̂i < xl, l 6∈ SC and σ̂i > xl, l ∈ SC ,

2I∞µ can be computed as I∞µ = Īµ ∩ F[σ̂1, . . . , σ̂µ, x1, . . . , xµ+n] where Īµ ⊂ Q[T ] is the

ideal generated by F (σ̂)
µ ∪ F (X)

µ ∪ {1−∆µT}

20



2. (precomputation) For each µ and each i extract the polynomials piµ, qiµ ∈
F[xl : l ∈ SC ] such that piµσi − qiµ ∈ Gµ

3. (precomputation) For each µ, identify the set Tµ := Gµ ∩F[xl : l ∈ SC ]

4. (on line) for any received word

(a) compute the corresponding syndromes (sl : l ∈ SC)

(b) evaluating t(sl), t ∈ Tµ, deduce µ

(c) return Le(z) := 1 +
∑µ

i=1
qiµ(sl)

piµ(sl)
zi

Remark 7.2. Unfortunately, [3] avoid discussing the size of the data, thus
preventing from to making a fair comparison with the results of [15]. Mainly
on the basis of the results of [1] the gut feeling of the first author is that while
[3] loses against [15] as regards space (µ diffierent error locator polynomials
have necessarily to be stored) probably one should prefer [3] as regards time.

The reader can in any case reach his own opinion comparing [15] data
(Example 6.4) with the best available approximation of [3] data, namely
Remark 5.6.
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