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Abstract

Results from work involving formal methods in software engineering often can be interpreted
in the context of practical software engineering problems, and thereby contribute to solutions.
One example of this phenomenon involves an understanding of the need for restrictions imposed
by “toy” languages that admit modular program verification systems. This analysis can be
applied to “real” languages that are ostensibly intended to support component reuse (e.g., Ada
and C++). The result is that unless we restrict procedure calls in ways that are not — indeed,
cannot be — checked or enforced by compilers for these languages as presently defined, it is
impossible to develop a modular system for reasoning about program behavior. However, by
adopting an alternate explanation of parameter passing, call-by-swapping, we can remove the
procedure-call impediment to a modular reasoning system without restricting calls in any way.
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1 Background

Our Reusable Software Research Group has done extensive work on the technical barriers to reuse,
two examples of which are directly relevant to the remainder of this paper and are discussed in
Subsections 1.1 and 1.2. This work has been supported by the National Science Foundation since
1988; current support is under grant CCR-9111892.

1.1 Local Certifiability

Last year at this workshop we discussed the idea of “local certifiability” and showed why it should
be required of any serious software engineering discipline [1]. We proposed that support for lo-
cal certifiability should be a litmus test for any proposed programming or software engineering
methodology: If we design software in this way, can we reason about our programs in a modular
(i.e., component-wise) fashion? The working group on design for reuse unanimously acknowledged
the importance of designing for local certifiability [2] and Ware Myers’ workshop summary [3] for
IEEE Software highlighted local certifiability as one of the key technical issues discussed by the
workshop participants.

Local certifiability of a property is the ability to establish that property for a software component
out of the context of any particular client of the component. In this paper we deal with the property
of correctness with respect to an abstract specification, and consider procedures as the components
in question. So suppose we have an abstract specification of what a procedure is supposed to
compute and an implementation of that procedure. With local certifiability, we can establish once
and for all that the implementation is correct, put the procedure header and the body’s object code
in a reuse library, and henceforth trust that code to compute what the specification says it will
compute; we don’t have to look at the source code for the procedure body to reason about the
caller’s behavior. Without local certifiability, in some cases we might have to “expand” the source
for the procedure body into the context of the client in order to determine what it will do for a
particular call; we can’t always rely on the procedure’s abstract specification to tell us this.

Local certifiability of correctness is equivalent to the ability to reason modularly, on a component-
wise basis, about software systems. Our argument for the intrinsic importance of local certifiability
[1] was based on the intractability of dealing with the monolithic programs that would result from
source-code expansion in large software systems. It is simply a practical reality that if one cannot
reason modularly about a large system, one cannot really hope to reason about it at all.

1.2 Modular Proof Systems for Procedure Components

Suppose we wish to develop a formal system for program verification, i.e., proving programs to be
correct with respect to an abstract specification. Any such reasoning process must have two logical
properties [4, 5], roughly defined as follows:

• Soundness — If a program is incorrect if executed, then the reasoning system must be unable
to predict it is correct.

• (Relative) completeness — If a program is correct if executed, then the reasoning system must
be able to predict it is correct.
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And of course in order to meet the test of local certifiability, the reasoning process must be modular
in the sense explained in the first section.

One such sound and relatively complete modular verification system is Cook’s [4]. This system
is defined for a very simple, but still interesting, Pascal-like language. The most exciting part
of Cook’s language is that it has procedures (although no recursive ones) with parameters like
those in Ada (later) termed “in” and “in out” mode. But here are some of the simplifications and
compiler-checkable restrictions for this language:

• Type restriction — All variables are scalars of the same type, e.g., integer. There are neither
type constructors such as arrays and pointers, nor user-defined types.

• Repeated argument restriction — In any call, all arguments whose corresponding formals have
mode “in out” must be distinct variables.

• Global variable restriction — In any call, no argument whose corresponding formal has mode
“in out” may be visible within the called procedure’s body (or within the body of any proce-
dure called directly or indirectly by P) by virtue of being global to it.

Note that Ada and C++ — and similar “real” languages widely used to develop component-built
software systems — are similar to Cook’s language in many ways, but also differ from it in several
respects. They permit recursive procedures; they have many scalar types; they have record, array,
and pointer type constructors; they permit user-defined abstract types; and they do not ask the
compiler to enforce either the repeated argument or global variable restriction on procedure calls.
The question immediately arises: Does the existence of a sound and complete modular proof system
for Cook’s simple language say anything about the feasibility of modular reasoning about Ada or
C++ programs?

We have developed modular proof rules for a language that includes modules, user-defined abstract
types, and a variety of other more advanced constructs [6]. However, for purposes of this paper we
wish to concentrate on the better-known, more classical work of Cook to illustrate our positions.

2 Position

It is apparent that some of the simplifications of Cook’s “toy” language might be merely convenient
to make the language and proof system smaller and more easily understandable; there would be no
fundamental technical problems if these restrictions were relaxed. But others might be technically
essential to obtain the results; they are imposed because, without them, the proof system would
fail to be sound or relatively complete. As is often the case with such papers, Cook’s discussion
does not distinguish explicitly between these cases. His audience was mathematicians, not software
engineers.

The “meta-position” of this position paper is that it is dangerous to err in either direction in
characterizing these language simplifications as merely convenient or technically essential. Some
software engineers tend to downplay the value of formal methods (especially in program verification)
because they guess that nearly all the simplifications are essential; that the “toy” language is
therefore so far removed from “real” ones that the results based on it can’t possibly say anything
interesting about the practical world. Others tend to guess that nearly all the simplifications are
merely convenient; that the results for the “toy” language therefore apply to “real” ones that are
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similar. The only way to tell for sure (not just to guess) is to understand the proof system and
the proof of its soundness and relative completeness; in other words, Cook’s entire paper and then
some. We have tried to do that, and to interpret two of our observations as specific positions to
defend for this workshop:

1. There can be no sound and relatively complete modular reasoning system for the class of legal
programs written in Ada or C++.

2. If a language is defined to pass parameters using call-by-swapping [7], not call-by-reference or
call-by-value-result, then the repeated argument and global variable restrictions on procedure
calls are not necessary to obtain a sound and relatively complete modular reasoning system.

Space limitations prevent us from defending these claims in any detail in this short position paper.
Instead we note the relevance of the above claims to issues of software component reuse. We will,
of course, be prepared to argue the validity of these positions at the workshop itself.

The first claim says that the full-fledged Ada and C++ languages permit legal programs (i.e., ones
that compile without error) that may not submit to local certification of correctness. We cannot
rely on the compiler to “weed out” the offending programs. If we want to be sure of the ability
to reason modularly about programs — a prerequisite to successful component-oriented reuse [1]
— then we must subscribe to a strict personal discipline or programming methodology such as
that described by Hollingsworth for Ada [8]. Understanding which language simplifications are
technically essential for modular reasoning tells us what guidelines this discipline must contain.

The second claim says that two of the restrictions in Cook’s language that are most commonly
considered to be technically essential are, in fact, not essential if one adopts a non-traditional
parameter passing mechanism.

Ada includes a curiously indirect approach to these restrictions. An execution of a program whose
effect depends on whether certain parameters are passed using call-by-reference or call-by-value-
result is termed an “erroneous execution.” A call violating the repeated argument or global variable
restriction almost certainly can distinguish between these mechanisms for some, but not necessarily
all, values of its arguments. So defining dependence on the parameter passing mechanism as a source
of erroneous execution is, in effect, a roundabout way of telling programmers not to violate the
repeated argument and global variable restrictions. Note also that because array entries can be
used as though they were variables, it is not always possible for an Ada compiler to detect violations
of the repeated argument restriction. But an Ada compiler must accept a program as “legal” even
when it is possible to determine at compile time that there is the potential for erroneous execution,
because it is the execution that is defined to be erroneous, not the program.

On the basis of an admittedly superficial analysis, we conjecture that changing the explanation of
parameter passing in Ada, from what is now in the language reference manual to call-by-swapping,
would be an “upward-compatible” change in the following sense: (1) A legal Ada program that
does not have the potential for erroneous execution under the current language definition would
have the same effect if call-by-swapping were used. (2) A legal Ada program that does have the
potential for erroneous execution due to dependence on the parameter passing mechanism under the
current language definition would always give (modularly) predictable results if call-by-swapping
were used. This change therefore could have important expressiveness consequences, especially in
certain numerical and linear algebra applications where repeated arguments in procedure calls are
both natural and desirable.
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3 Comparison

Guaspari, et al. [9] note that their verification system for Ada does not handle procedures in a
modular fashion, but they do not show why this is impossible without changes to the language
definition itself.

Of course many programming language textbooks contain examples to illustrate pathological situ-
ations for call-by-reference, call-by-value-result, and other parameter passing mechanisms. But to
our knowledge none discusses the consequences for modular reasoning, for software engineering in
general, or for component reuse in particular. Nor does any suggest call-by-swapping as a possible
alternative mechanism that makes seemingly pathological procedure call behavior predictable from
procedure specifications alone, without the need for examining the called procedure’s body.

There have been extensions to Cook’s original system [4] having to do with procedure calls. For
example, Clarke [10] suggests some relaxations of the repeated argument and global variable re-
strictions, but he does not suggest it is possible to do away with them entirely.
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