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Outline of Presentation

� Overview of PVFS

� PVFS Ar
hite
ture

� Appli
ation A

ess Options

� Real world use and examples (both good and bad)

� Current Resear
h Topi
s

� Brief Analysis of Performan
e on Baby Blue



Why PVFS?

� Motivation:

{ As large s
ale s
ienti�
 
omputational software grows, it

is diÆ
ult for disk performan
e to keep up

{ Espe
ially true for 
odes that spend a large fra
tion of

time in I/O (a good example is satellite data pro
essing)

� Obvious alternatives:

{ lo
al disks on 
ompute nodes: in
onvenient for most apps

{ NFS: poor s
alability and la
k of parallel appli
ation fea-

tures

{ Storage Area Networks: Requires 
ustom hardware, may

or may not s
ale



PVFS Approa
h

� Utilize N seperate I/O servers rather than one 
entral server

{ Avoid single disk or disk array bottlene
k

{ Attempt to distribute I/O load as evenly as possible

� Leverage 
ommodity disks

� Commodity networking

� Provide 
onvenient API's for parallel 
odes

� We are emphasizing aggregate I/O performan
e



System Ar
hite
ture

� Allow many 
lients to a
-


ess shared storage

� Ea
h server maintains �le

data on its own lo
al disk

� Clients 
ommuni
ate di-

re
tly with I/O servers for

data requests; no indire
-

tion through a 
entralized

server
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High level model

� Maintain metadata 
onsisten
y with 
entral manager for per-

missions, timestamps, et
.



Client A

ess

� Here is my appli
ation - where is the �le system?

� Several possible interfa
es:

{ Native PVFS library a

ess

{ Kernel mode 
lient a

ess

{ MPI-IO library

� When is ea
h appropriate?



Native PVFS library

� Part of the semi-portable \
ore �le system 
ode"

� Spe
i�
 to PVFS; provides pvfs open(), pvfs read(), et
.

� Allows 
lient tuning of �le system parameters, su
h as stripe

size and number of servers to use

� Very low overhead

� In
ludes a few advan
ed parallel �le system features...

� No free ride - requires an appli
ation 
ustom written for

PVFS



PVFS kernel module

� Allows users to mount PVFS �le systems and use standard

Unix I/O 
alls

� Re
ommended for �le system maintenan
e and lega
y appli-


ations

� Only available for Linux

x86

� Serious performan
e

penalty (ranging from

10% to 50%)
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MPI-IO

� Portion of MPI 2.0 spe
i�
ation providing advan
ed I/O in-

terfa
e, in
luding:

{ Derived datatypes (non
ontiguous a

ess for �le and memory)

{ Colle
tive I/O (
oordinated aggregate operations)

{ Appli
ation hints (appli
ation level tuning parameters)

{ Consisten
y semanti
s

� PVFS is fully supported in ROMIO MPI-IO implementation

from Argonne National Laboratory



MPI-IO bene�ts

� In
luded by default with MPICH, but may be used with other

MPI implementations

� Portable a
ross di�erent �le systems and ar
hite
tures

� Uses native PVFS library for performan
e

� Provides many optimizations



What PVFS does not provide

� Data redundan
y and fault toleran
e

{ I/O server 
rashes -> �le system does not re
over

{ Raid may be used on ea
h �le server to prote
t against

disk failure, but not against overall ma
hine failure

� Ca
hing and prefet
hing

{ Ca
hing only done at individual server level

{ No 
lient side 
a
hing



What PVFS does not provide

� Lo
king

{ No 
o
k(), f
ntl(), or POSIX style lo
king

{ No MPI-IO atomi
 mode

� Symboli
 links

� Small operation laten
y



Good examples of PVFS use

� Parallel appli
ations that 
an utilize parallel bandwidth

� Run time storage for 
omputation data: \s
rat
h spa
e"

� Staging appli
ation data to nodes (even if jobs are not par-

allel)



Bad examples of PVFS use

� Long term ar
hival

{ Remember redundan
y?

� User home dire
tories

{ No optimizations for this workload

{ Poor metadata laten
y in kernel module

� Non parallel appli
ations with frequent small requests

{ Su
h as typi
al web server load (unless you intend to

stream multimedia)



Where are we going?

� PVFS 2 design and implementation is underway

� More 
exibility and use of modern te
hnology

� Long term proje
t

� Full �le system rewrite



PVFS 2 highlights

� Modular use of alternative network proto
ols

� Modular use of alternative storage me
hanisms

� Advan
ed data distributions (beyond striping)

� Better s
heduling hooks

� Multiple metadata servers

� More expressive interfa
e for better MPI-IO support

� Extended metadata attributes



Performan
e
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