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1 How to use this document

The quick start guide is intended to be a reference on how to quickly inst@ltanfigure a PVFS2 file
system. It is broken down into three parts. The first describes how taldad and compile the PVFS2
software. The next section walks through the steps of configuring RW-§ore and access files on a single
host, which may be useful for simple testing and evaluation. The final seaftithris document describes
how to install and configure PVFS2 in a true cluster environment with multipleseand/or clients.

1.1 \Versions

This document only applies to the most recent snapshot of PVFS2.

2 Downloading and compiling PVFS2

Follow the information at http://www.pvfs.org/pvfs2/download.html . Once theoaode is downloaded,
compiling the PVFS2 source code is a matter of running ’./configure’, follooye'make’ from the top level
source directory. More detailed instruction for building and installing aogiged below.

2.1 Dependencies

The following software packages are currently required by PVFS2:
e Berkely DB (version 3 or 4)
e aio support (provided by glibc and librt)
e pthreads
e gcc 2.96 or newer (DO NOT USE gcc 2.95! gcc 3.x recommended)
e GNU Make
The following software packages are currently recommended for usdPWiE52:
e GNU Libc (glibc) 2.3.2 [ or later ]

e Linux kernel version 2.6.0 (or later) or 2.4.19 (or later) (NOTE: notessary for running PVFS2
servers, only the client kernel module).

e A GNU/Linux environment (heterogenous configuration are supported)

ROMIO supports PVFS2. It is not provided with pvfs2, but can be tbas part of the following MPI
implementations:

e MPICH2-0.96p2 or newer, though we suggest using the most recel@iVPrelease



2.2 Untarring the packages

All source code is contained in one tarball: pvfs2-x.x.x.tar.gz. The follgwkxample assumes that you will
be building in the /usr/src directory, although that is not required:

[root@testhost /root]# cp pvfs2-x.x.x.tar.gz /usr/src
[root@testhost /root]# cd /usr/src

[root@testhost /usr/srcl# tar -xzf pvfs2-x.x.x.tar.gz
[root@testhost /usr/srcl# In -s pvfs2-x.x.x pvfs2
[root@testhost /usr/srcl# Is -IF

total 476

IrWXrwxrwx 1 root root 15 Aug 14 17:42 pvis2 -> pvfs2-x.x.x/
drwxr-xr-x 12 root root 512 Aug 14 10:11 pvfs2-x.x.x/

-IW-r--r-- 1 root root 371535 Aug 14 17:41 pvfs2-x.x.x.tar. gz

2.3 Building and installing the packages
The default steps for building and installing PVFS2 are as follows:

[root@testhost /usr/src]# cd pvfs2
[root@testhost /usr/src/pvfs2-XXX]# ./configure
[root@testhost /usr/src/pvfs2-XXXJ# make
[root@testhost /usr/src/pvfs2-XXX]# make install

Here are some optional configure arguments which may be of interest:

e —prefix=<path>: installs all files in the specified directory (/usr/local/ is the default if —prisfixot
specified)

e —with-kernel=path to 2.6.x kernel source this enables compilation of the PVFS2 Linux kernel
driver [ Requires Linux Kernel 2.6.0 or later ]

e —with-kernel24=path to 2.4.x kernel source this enables compilation of the PVFS2 Linux kernel
driver [ Requires Linux Kernel 2.4.19 or later ]

e —with-mpi=<path to mpi installatiox: this enables compilation of MPI based test programs

e —with-efence: automatically links in Electric Fence for debugging assistance

Also note that the pvfs2 2.6.x kernel source supports out of tree buydsiiprefer to use that technique.

3 Configuring PVFS2 for a single host

This section documents the steps required to configure PVFS2 on a systhitima single machine acts
as both the client and server for all PVFS2 operations. It assumesdbabave completed the above
sections on building and installation already. The hostname of the example mé&Hhiesthost” and will
be referenced as such in the following examples.

IMPORTANT: if you intend to use the provided rc scripts to handle startapsaimtdown of the PVFS2
server, then you must specify a valid hostname as reported lhy#irame command line tool in the con-
figuration. For this reason, we recommend that gotuse “localhost” as the hostname of your server, even
if you intend to only test one machine. We will store all PVFS2 data in /pvistagaspace. /mnt/pvfs2
will serve as the mount point for the file system. For more details about thpogeirof these directories
please see the PVFS2 users guide.



3.1 Server configuration

Since this is a single host configuration, we only have to configure owersaemon. In the original PVFS,
the metadata and I/O servers were separated into two separate progranandnmad). PVFS2, however,
has only a single daemon called pvfs2-server which serves both roles.

The most important part of server configuration is simply generating thiggooation files. These can
be created using the pvfs2-genconfig script. This is an interactivet sdriph will ask several questions to
determine your desired configuration. Please pay particular attention totthg o$ the metadata servers
and 1/O servers. In this example we will use “testhost” for both.

The pvfs2-genconfig tool will generate two configuration files. One igeasfistem configuration file
that will be identical for all servers (if we had more than one). The sgt®a server specific configuration
file that will be different for each server. The server specific filegehie hostname of the server that
they belong to appended to the file name. This script should be excutedtasadhat we can place the
configuration files in their default /etc/ locations.

In this simple configuration, we can accept the default options for evedd; fiVe will use the hosthname
“testhost” rather than “localhost” however.

root@testhost."™# /usr/bin/pvfs2-genconfig \
letc/pvfs2-fs.conf /etc/pvfs2-server.conf
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Welcome to the PVFS2 Configuration Generator:

This interactive script will generate configuration files suitable
for use with a new PVFS2 file system. Please see the PVFS2 quic kstart
guide for details.
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You must first select the network protocol that your file sys tem will use.
The only currently supported options are "tcp”, "gm", and "i b".

* Enter protocol type [Default is tcp]:

Choose a TCP/IP port for the servers to listen on. Note that th is
script assumes that all servers will use the same port number

* Enter port number [Default is 3334]:

Next you must list the hostnames of the machines that will act as
I/O servers. Acceptable syntax is "nodel, node2, .." or "no de{#-#,##}".

* Enter hostnames [Default is localhost]: testhost

Now list the hostnames of the machines that will act as Metada ta
servers. This list may or may not overlap with the /O server | ist.

* Enter hostnames [Default is localhost]: testhost



Configured a total of 1 servers:
1 of them are I/O servers.
1 of them are Metadata servers.

* Would you like to verify server list (y/n) [Default is n]?

Choose a file for each server to write log messages to.

* Enter log file location [Default is /tmp/pvfs2-server.lo al:
Choose a directory for each server to store data in.

* Enter directory name: [Default is /pvfs2-storage-space]

Writing fs config file... Done.
Writing 1 server config file(s)... Done.

Configuration complete!

The generated config files will have conservative default values. PMieS2 Users Guide has more
information about the settings and the consequences of setting moresiggrbigh performance values.

3.2 Starting the server

Before you run pvfs2-server for the first time, you must run it with ecedergument that tells it to create
a new storage space if it does not already exist. In this example, we nmutsterserver as root in order to
create a storage space in /pvfs2-storage-space as specified infigaration files.

bash-2.05b# /usr/shin/pvfs2-server /etc/pvfs2-fs.conf \
letc/pvfs2-server.conf-testhost -f

Once the above step is done, you can start the server in normal modewas:fo

bash-2.05b# /usr/shin/pvis2-server /etc/pvfs2-fs.conf \
letc/pvfs2-server.conf-testhost

All log messages will be directed to /tmp/pvfs2-server.log, unless you sgabeifiifferent location while
running pvfs2-genconfig. If you would prefer to run pvfs2-seimehe foreground and direct all messages
to stderr, then you may run the server as follows:

bash-2.05b# /usr/sbin/pvfs2-server [etc/pvfs2-fs.conf \
letc/pvfs2-server.conf-testhost -d

3.2.1 Automatic server startup and shutdown

Like most other system services, PVFS2 may be started up automaticallytatgotime through the use of
rc scripts. We have provided one such script that is suitable for us@dH& (or similar) rc systems. The
following example demonstrates how to set this up:



bash-2.05b# cp /usr/src/pvfs2/examples/pvfs2-server.r c\
/etc/rc.d/init.d/pvfs2-server

bash-2.05b# chmod a+x /etc/rc.d/init.d/pvfs2-server

bash-2.05b# chkconfig pvfs2-server on

bash-2.05b# Is -al /etc/rc.d/rc3.d/S35pvfs2-server

Irwxrwxrwx 1 root root 22 Sep 21 13:11 /etc/rc.d/rc3.d/S35p vfs2-server \
-> _[init.d/pvfs2-server

This script will now automatically launch on startup and shutdown to ensuteghbgvfs2-server is
started and stopped gracefully. To manually start the server, you nahetollowing command:

bash-2.05b# /etc/rc.d/init.d/pvfs2-server start
Starting PVFS2 server: [ OK ]

To manually stop the server:

bash-2.05b# /etc/rc.d/init.d/pvfs2-server stop
Stopping PVFS2 server: [ OK ]

3.3 Client configuration

There are two primary methods for accessing a PVFS2 file system. This fiising the kernel module to
provide standard Linux file system compatibility. This interface allows thetasem existing binaries and
system utilities on PVFS2 without recompiling. The second is through the Kmierface, which is built
on top of thdibpvfs2 library and allows for higher performance for parallel applications.

Both of these methods require the same bit of information on the client to tell tin¢ wineere to find the
PVFS2 file system (or systems). The information is presented in the samesvaajstab (5)  entry:

tcp:/itesthost:3334/pvfs2-fs /mnt/pvfs2 pvfs2 default, noauto 0 0

The entry lists a PVFS2 servecp://testhost:3334/pvfs2-fs ) and a mount pointnnt/pvfs2 )
on the client. See thistab (5)  man page for more information on the format of these lines.

We must create a mount point for the file system as well dstarfpvfs2tab entry that will be used
by the PVFS2 libraries to locate the file system. Phés2tab file is analogous to thietc/fstab file
that most linux systems use to keep up with file system mount points.

[root@testhost /root]# mkdir /mnt/pvfs2
[root@testhost /root]# touch /etc/pvfs2tab
[root@testhost /root]# chmod a+r /etc/pvfs2tab

Now edit this file so that it contains the following, except that you shouldtuite your host name in
place of “testhost”:

tcp:/ftesthost:3334/pvfs2-fs /mnt/pvfs2 pvis2 default, noauto 0 O
There are a few alternatives to using an /etc/pvfs2tab which may be usefalduction environments:
e One could put this entry ifetc/fstab file instead ofletc/pvfs2tab

e One could avoid static tab file entries entirely and let the pvfs2 tools detectdilerss that have been
mounted using the Linux kernel driver. This approach only works if yse the 2.6 Linux kernel or
install the mount.pvfs2 utility on 2.4 Linux kernel systems.



3.4 Testing your installation

PVFS2 currently includes (among others) the following tools for manipulatieditd system using the
native PVFS2 library: pvfs2-ping, pvfs2-cp, and pvfs2-Is. Thieeds check the health of the file system,
copy files to and from a PVFS2 file system, and list the contents of directoemsectively. Their usage can
best be summarized with the following examples:

bash-2.05b# ./pvfs2-ping -m /mnt/pvfs2

(1) Searching for /mnt/pvfs2 in /etc/pvfs2tab...
Initial server: tcp://testhost:3334
Storage name: pvfs2-fs
Local mount point: /mnt/pvfs2

(2) Initializing system interface and retrieving configur ation from server...

meta servers (duplicates are normal):
tcp:/itesthost:3334

data servers (duplicates are normal):
tcp:/itesthost:3334

(3) Verifying that all servers are responding...

meta servers (duplicates are normal):
tcp:/itesthost:3334 Ok

data servers (duplicates are normal):
tcp:/itesthost:3334 Ok

(4) Verifying that fsid 9 is acceptable to all servers...
Ok; all servers understand fs_id 9
(5) Verifying that root handle is owned by one server...

Root handle: 0x00100000
Ok; root handle is owned by exactly one server.

The PVFS2 filesystem at /mnt/pvfs2 appears to be correctly c onfigured.
bash-2.05b# ./pvfs2-Is /mnt/pvfs2/

bash-2.05b# ./pvfs2-cp -t /usr/lib/libc.a /mnt/pvfs2/te stfile
Wrote 2310808 bytes in 0.264689 seconds. 8.325842 MB/secon ds



bash-2.05b# ./pvfs2-Is /mnt/pvfs2/
testfile

bash-2.05b# ./pvfs2-Is -alh /mnt/pvfs2/

drwxrwxrwx 1 pcarns users 0 2003-08-14 22:45 .
drwxrwxrwx 1 pcarns users 0 2003-08-14 22:45 .. (faked)
-rW------- 1 root root 2M 2003-08-14 22:47 testfile
bash-2.05b# ./pvfs2-cp -t /mnt/pvfs2/testfile /tmp/test file-out
Wrote 2310808 bytes in 0.180621 seconds. 12.201016 MB/seco nds

bash-2.05b# diff /tmp/testfile-out /usr/lib/libc.a

4 Installing PVFS2 on a cluster

It is important to have in mind the roles that machines (a.k.a. nodes) will play IR\IR&S2 system. There
are three potential roles that a machine might play: metadata server, |6, sarelient.

A metadata server is a node that keeps up with metadata (such as permissitinsesastamps) for the
file system. An I/O server is a node that actually stores a portion of the PYleQfata. A client is a node
that can read and write PVFS2 files. Your applications will typically be ruP@RS2 clients so that they
can access the file system.

A machine can fill one, two, or all of these roles simultaneously. Unlike PYF&ch role requires just
the pvfs2-server binary. It will consult the cluster-wide config file #melnode-specific config file when it
starts up to know what role pvfs2-server should perform on this machine

There can be many metadata servers, /O servers, and clients. In tios sezwill discuss the compo-
nents and configuration files needed to fulfill each role.

We will configure our example system so that the node “clusterl” provitgadata information, eight
nodes (named “clusterl1” through “cluster8”) provide 1/O serviced,alhnodes act as clients.

4.1 Server configuration

We will assume that at this point you have either performed a make installeny ewede, or else have
provided the pvfs2 executables, headers, and libraries to each magtsoene other means.

Installing PVFS2 on a cluster is quite similar to installing it on a single machine, so fazeligourself
with Section 3. We are going to generate one master config file and 8 smallesspedific config files.
Again, remember that it is critical to list correct hostnames for each macdimkto make sure that these
hostnames match the output of thesthame command on each machine that will act as a server.

root@clusterl:"# /usr/local/pvfs2/bin/pvfs2-genconfi g \
letc/pvfs2-fs.conf /etc/pvfs2-server.conf
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Welcome to the PVFS2 Configuration Generator:

This interactive script will generate configuration files suitable
for use with a new PVFS2 file system. Please see the PVFS2 quic kstart
guide for details.

kkkkkkkkkkkkkkkkkkkkkkkkkhkkkkkkkkkkkkkkkkhkkkkkkkkkk kkkkkkkkkkkkkkkkkkk



You must first select the network protocol that your file sys
The only currently supported options are "tcp" and "gm®.

* Enter protocol type [Default is tcp]:

Choose a TCP/IP port for the servers to listen on. Note that th
script assumes that all servers will use the same port number

* Enter port number [Default is 3334]:

Next you must list the hostnames of the machines that will act
I/O servers. Acceptable syntax is "nodel, node2, ..." or "no

* Enter hostnames [Default is localhost]: cluster{1-8}

Now list the hostnames of the machines that will act as Metada
servers. This list may or may not overlap with the /O server |

* Enter hostnames [Default is localhost]: clusterl

Configured a total of 8 servers:
8 of them are /O servers.
1 of them are Metadata servers.

* Would you like to verify server list (y/n) [Default is n]? y

*reekk /O servers:
tcp://clusterl:3334
tcp://cluster2:3334
tcp://cluster3:3334
tcp:/icluster4:3334
tcp://cluster5:3334
tcp://cluster6:3334
tcp://cluster7:3334
tcp:/icluster8:3334

xxkxk Metadata servers:
tcp://clusterl:3334

* Does this look ok (y/n) [Default is y]? y
Choose a file for each server to write log messages to.
* Enter log file location [Default is /tmp/pvfs2-server.lo

Choose a directory for each server to store data in.

tem will use.

as
deft-#,##)".

ta
ist.

al:



* Enter directory name: [Default is /pvfs2-storage-space]

Writing fs config file... Done.
Writing 8 server config file(s)... Done.

Configuration complete!

The generated config files will have conservative default values. PMES2 Users Guide has more
information about the settings and the consequences of setting moresaggyregh performance values.
We have now made all the config files for an 8-node storage cluster:

root@clusterl:"# Is /etc/pvfs2/foo/

pvfs2-fs.conf pvfs2-server.conf-cluster5

pvfs2-server.conf-clusterl pvfs2-server.conf-cluster 6
pvfs2-server.conf-cluster2 pvfs2-server.conf-cluster 7
pvfs2-server.conf-cluster3 pvfs2-server.conf-cluster 8

pvfs2-server.conf-cluster4

Now the config files must be copied out to all of the server nodes. If getthe provided (Redhat style)
rc scripts, then you can simply copy all config files to every node; easferswill pick the correct config
files based on its own hostname at startup time. The following example assumgsulhvatl use scp to
copy files to cluster nodes. Other possibilities include rcp, bpcp, or simpipgtihe configuration files on
an NFS volume. Please note, however, that the rc script should be moyfeedintend to store config files
in any location other than the default /etc/.

At this time, we also will copy out the example rc script an enable it on eachin&ch

root@clusterl:™# for i in ‘seq 1 8'; do

> scp /etc/pvfs2-server.conf-clusten\${i} cluster\${i} Jetc/

> scp /etc/pvfs2-fs.conf clusten\${i}:/etc/

> scp /usr/src/pvfs2/examples/pvfs2-server.rc \
clusten\${i}./etc/rc.d/init.d/pvfs2-server

ssh clusten${i} /sbin/chkconfig pvfs2-server on

done

VvV VvV

4.2 Starting the servers

As with the single-machine case, you must run pvfs2-server with a s@ggainent to create the storage
space on all the nodes if it does not already exist. Run the following commardery metadata or 10
node in the cluster:

root@clusterl# /usr/sbin/pvfs2-server /etc/pvis2-fs.c onf \
letc/pvfs2-server.conf -f

Then once the storage space is created, start the server for real woimraand like this on every
metadata or 10 node in the cluster:

root@clusterl# /usr/shin/pvfs2-server /etc/pvfs2-fs.c onf \
letc/pvfs2-server.conf

If you want to run the server in the foreground (e.g. for debuggimgg,the -d option.
If you wish to automate server startup and shutdown with rc scripts, refeetoorresponding section
3.2.1 from the single server example.



4.3 Client configuration

Setting up a client for multiple servers is the same as setting up a client for a sargér. Refer to section
3.3.

The/etc/pvfs2tab file (or an/etc/fstab entry) needs to exist on each client so that each client
can find the file system. The server listed for each client can be diffesegtserver in the PVFS2 file
system will do. For large clusters, using different server names will elimioae potential bottleneck in the
system by balancing the load of clients reading initial configuration information

4.4 Testing your Installation

Testing a multiple-server pvfs2 installation is the same as testing a single-pefs2iinstallation. Refer to
section 3.4

5 The PVFS2 Linux Kernel Interface

5.1 Finding an Appropriate Kernel Version

Now that you've mastered the download and installation steps of managingé¢hgpace PVFS2 source
code, configuring the PVFS2 Linux Kernel Interface is relatively shtefigrward. We assume at this point
that you are familiar with running the server and that a PVFS2 storage bpa@lready been created on the
node that you would like to configure for use with the VFS.

A Linux 2.6.0 kernel or later is recommended for the kernel interface, adth@.4.x kernel support has
been added for systems that require it. If you're using a 2.4.x kernelinyest be running 2.4.19 or later, as
previous versions are NOT (and will not be) supported.

The following examples assume that you've already downloaded, compiheldare now running the
Linux kernel located in the /usr/src/linux-2.x.x directory on your system.

Before compiling the kernel module against your running kernel, chetiat@ sure that you are running
an appropriate kernel version. You can do this in the following manner:

lain linux # cat /proc/version

Linux version 2.6.6 (root@lain.mcs.anl.gov) (gcc version 3.3.3
20040412 (Gentoo Linux 3.3.3-r5, ssp-3.3-7, pie-8.7.5.3) ) #3 SMP Wed
May 26 16:22:11 CDT 2004

By issuing that command, we are able to inspect the output to ensure thatrwening an appropriate
kernel version. If your kernel is older than 2.6.0 (for 2.6.x kernets2.d.19 (for 2.4.x kernels), please
download and install a later kernel version (or submit a request to yiels System Administrator).

For reference, you can download Linux kernels at:

2.6.x kernels: http://www.kernel.org/pub/linux/kernel 2.6/
2.4.x kernels: http://www.kernel.org/pub/linux/kernel Iv2.4]

Once you're convinced the Linux kernel version is appropriate, it's timeotapile the PVFS2 kernel
module.
5.2 Preparing Linux Kernel 2.6.x configurations

To generate the Makefile, you need to make sure that you run './corifigihethe '—with-kernel=path’
argument. An example is provided here for your convenience:



gil:/usr/src/pvfs2# ./configure --with-kernel=/usr/sr c/linux-2.6.0

Note that you can often find a kernel source tree (or a symlink to the rigbé¢)pat /lib/modules/‘uname
-r'/build2. For example, if you were running the default Fedora 3 Keftimeix-2.6.9-1.667) you would find
the kernel tree iflib/modules/2.6.9-1.667/build

After this configure command is issued, build the PVFS2 source tree if itdtasehbeen built.

Building the 2.6.x kernel module requires an extra step. Since curremlkerequire writing a few files
in the kernel source directory to build a module, you may have to becomwrootpile the kernel module.
To build the module, type “make kmod”.

At this point, we have a valid PVFS2 2.6.x Kernel module. The module itself is f@@\fs2.ko
in subdirectorysrc/kernel/linux-2.6 in your build tree. You may install it to the standard system
location with “make kmodnstall”, again you will likely have to be root to do this. Or you may override the
install location by setting the variablkdMOLDIR variable when you install.

5.3 Preparing Linux Kernel 2.4.x configurations

To generate the Makefile, you need to make sure that you run ’./corifigithethe '—with-kernel24=path’
argument. An example is provided here for your convenience:

gil:/usr/src/pvis2# ./configure --with-kernel24=/usr/ src/linux-2.4.26

After this command is issued, build the PVFS2 source tree if it has not yettéit.

Building the 2.4.x kernel module requires an extra step. Since curremleaequire writing a few files
in the kernel source directory to build a module, you may have to becomworootpile the kernel module.
To build the module, type “make kmod24”.

At this point, we have a valid PVFS2 2.4.x Kernel module. The module itself is th@\ie2.0
in subdirectorysrc/kernel/linux-2.4 in your build tree. You may install it to the standard system
location with “make kmod24nstall”, again you will likely have to be root to do this. Or you may override
the install location by setting the variatf8MOLDIR variable when you install.

5.4 Testing the Kernel Interface

Now that you've built a valid PVFS2 kernel module, there are severptdteperform to properly use the
file system.
The basic steps are as follows:

e Create a mount point on the local filesystem

Load the Kernel Module into the running kernel

Start the PVFS2 Server application

Start the PVFS2 Client application

Mount your existing PVFS2 volume on the local filesystem

e |ssue VFS commands

First, choose where you'd like to mount your existing PVFS2 volume. Ctheelirectory on the local
file system if it does not already exist. Our mount point in this example is /mnt/pvfs2

gil:"# mkdir /mnt/pvfs2

Now load the kernel module into your running kernel. You can do this bygubi&’insmod’ program, or
modprobe if you've copied your module into the appropriate /lib/modules dinefiioyour running kernel.



5.4.1 Loading the kernel module
For 2.6.x kernels ONLY:

gil:"# insmod /usr/src/pvfs2/src/kernel/linux-2.6/pvf s2.ko
For 2.4.x kernels ONLY:
gil:"# insmod /usr/src/pvis2/src/kernel/linux-2.4/pvf s2.0

You should verify that the module was loaded properly using the command “Isrtsd, you can use
the “rmmod” to remove the PVFS2 module after it's been loaded. Only remove ttelenahen you have
safely unmounted all mounted file systems (if any) and stopped the pvfsR-tiftware.

At this point, we need to start the PVFS2 server and the PVFS2 client agpghisdefore trying to
mount a PVFS2 volume. See previous sections on how to properly statVf@2server if you're unsure.
Starting the PVFS2 client is covered below.

The PVFS2 client application consists of two programs. “pvfs2-cliend“cand “pvfs2-client”. DO
NOT run “pvfs2-client-core” by itself. “pvfs2-client” is the PVFS2 clieapplication. This application
cannot be started unless the PVFS2 server is already running. Harexample of how to start the PVFS2
client:

gil:/usr/src/pvis2# cd src/apps/kernel/linux-2.6/

gil:/usr/src/pvfs2/src/apps/kernel/linux-2.6#% ./pvfs 2-client -f -p ./pvfs2-client-core
pvfs2-client starting

Spawning new child process

About to exec ./pvfs2-client-core

Waiting on child with pid 17731

The -f argument is not required. For reference, this keeps the PSR application running in the
foreground.

The -p argument is required unless the pvfs2-client-core is installedaamidecfound in your PATH.

Also worth noting is the -a argument (not required). For referencesttsthe timeout value (in mil-
liseconds) of the client side attribute cache. Setting this to a large value will Wa@ttribute read times
(e.g. running “Is” repeatedly), but can reflect incorrect attributes@mote client is modifying them. The
default value is 0 milliseconds, effectively disabling this client side attributbea

Other arguments and descriptions can be viewed by running the progthrine/-h option.

Now that the module is loaded, and the pvfs2-server and pvfs2-cliegtamns are running, we can
mount our PVFS2 file system (and verify that it's properly mounted) asvistio

lain pvfs2 # mount -t pvfs2 tcp://testhost:3334/pvfs2-fs / mnt/pvfs2
lain pvfs2 # mount | grep pvfs2
tcp://lain.mcs.anl.gov:3334/pvfs2-fs on /tmp/mnt type p vis2 (rw)

NOTE: The device of the format tcp://testhost:3334/pvfs2-fs MUST beitspecas we need to know a
valid running pvfs2-server and file system name to dynamically mount 2 palsime. These values can
be read from your configuration files. As a side note, you can use “athtuunmount the PVFS2 volume
when you're ready.

Now that a PVFS2 volume is mounted, normal VFS operation can be issued onrttimand line. An
example is provided below:



gil:/usr/src/pvfs2/src/kernel/linux-2.6# mkdir /mnt/p vfs2/newdir

gil:/usr/src/pvis2/src/kernel/linux-2.6# Is -al /mnt/p vis2/newdir
total 1

drwxr-xr-x 2 root root 0 Aug 15 13:29 .

drwxr-xr-x 3 root root 0 Aug 15 13:21 ..

gil:/usr/src/pvfs2/src/kernel/linux-2.6# cp pvfs2.ko
/mnt/pvfs2/newdir/foo

gil:/usr/src/pvfs2/src/kernel/linux-2.6# Is -al /mnt/p vfs2/newdir
total 2

drwxr-xr-x 2 root root 0 Aug 15 13:29 .

drwxr-xr-x 3 root root 0 Aug 15 13:21 ..

-rW-r--r-- 1 root root 330526 Aug 15 13:30 foo

5.4.2 Special Note for 2.4 kernels

We need a small helper applicatitsbin/mount.pvfs2 to mount pvfs2 under 2.4 kernels. It must be
installed unde¥shin . Note that “make install” will not touckisbin , so you will have to install it by
hand. With the helper application installed, the 2.6 mount commands and fstes ené the same.

If you do not havésbhin/mount.pvfs2 available, you can still use the old appraoch:

gil:"# mount -t pvfs2 pvfs2 /mnt/pvfs2 -o tcp://testhost:3 334/pvfs2-fs
gil:™# mount | grep pvfs2
pvfs2 on /mnt/pvfs2 type pvfs2 (rw)

5.5 Unmounting and stopping PVFS2 on a client

While this is a quickstart guide, knowing how to cleanly shut things down can be helpful too!
Unmounting a PVFS2 volume is as simple as using “umount”:

gil:"™# umount /mnt/pvfs2
gil."# mount | grep pvfs2

After all PVFS2 volumes have been unmounted, it is safe to Kill the pvfs2tclien
gil:"# killall pvfs2-client

Waiting a few seconds after killing the pvfs2-client will ensure that evémngthas terminated properly.
Once the pvfs2-client has been killed, it is safe to remove the PVFS2lkeaaukile:

gil:™# rmmod pvfs2

A Notes on running PVFS2 without root access

The preceding documentation assumes that you have root access orctiieafs) that you wish to install
the file system. However, this is not strictly required for any componergmor the kernel VFS support.
The servers, client libraries (such as MPI-10), and administrative taoisall be used by non-priviledged
users. This may be particularly useful for evaluation or testing purposes

In order to do this, you must make the following adjustments to the installation arfidjeration pro-
cess:



e Use the —prefix option at configure time to choose an alternate directoeytijanh you have write
access to) for installation. An example would be /home/username/pvfs2-build.

e When generating the server config files, choose a data storage diriietbyou have write access to,
but preferably not NFS mounted. An example would be /tmp/pvfs2-tesespac

e Place the pvfs2tab file in an alternate location, such as /home/usernamdipilfBpvfs2tab, instead
of /etc/pvfs2tab. Then set the PVFS2TABLE environment variable to the full path to this file. A
tcsh example would be: “setenv PVFS2TABLE /home/username/pvfs2-build/pvfs2tab”.

B Debugging your PVFS2 configuration

Bug reports and questions should be directed to the PVFS2 users mailirg bstst results (see the PVFS2
web site for details: http://lwww.pvfs.org/pvfs2/lists.html). It is helpful to includéescription of your
problem, the PVFS2 version number, and include relevant log informatan fvar/log/messages and
Itmp/pvfs2-server.log.

People who wish to find more verbose information about what the file systdairig can enable extra
logging messages from the server. This is done by adjusting the “Evegitigigfield in the file system
configuration file. By default it is set to “none”. You can set it to a comneesated list of log masks to
get more information. An example would be “EventLogging storage,netvesries’, which will result in
verbose messages from the storage subsystem, the network subsysteranar state machine®/ARN-
ING: this may result in extremely large log file§he logging masks can also be set at runtime using the
pvfs2-set-debugmask command line tool. Usage information and a list obgagdpnasks will be shown if
it is run with no arguments.

Similarly, run-time client debugging information can be gathered by usingamwient variables before
running the client application. The default client logging method is to set ttiehla PVFS2DEBUGMASK
to values such as “client,network”. Many of the supported client debgggessks overlap the server masks
that can be verified using pvfs2-set-debugmask. By default, settiniGPYEBUGMASK emits debug-
ging information to stderr, often intermixed with the client program output. (fgdike to redirect client
debugging to a file, set the PVFEXEBUGFILE environment variable to a valid file name. This causes
all debug information specified by the PVEBEBUGMASK to be stored in the file specified, no longer
intermixing the output with the client program. The file specified in the PVB&EBUGFILE environment
variable will be appended if it already exists.

C ROMIO Support

Building ROMIO with PVFS2 support can be a bit tricky, and is certainly netlwocumented. While
ROMIO has been updated with PVFS2 support, only MPICHZ2 has includeckeat snapshot of ROMIO.
First, get the software. Download MPICH2 from http://www.mcs.anl.gov/mpi/mpidNaile MPICH2
contains a ROMIO with PVFS2 support, the PVFS2 API has continued to stabitize MPICH2 was last
released. Patches to syncronize the ROMIO in MPICH2 with PVFS2 cayubé fat http://www.mcs.anl.gov/romio/pvfs2
patches.html. There is also a patch in the PVFS2 sourdedrcoding . For example’s sake, assume all
software was downloaded $HOME/src
Unpack mpich2, then change to the src/mpi/romio directory. Apply the ROMtEhpdhe patch makes
changes to the ROMIO configure scripts, so you'll have to reautoconf to generate a new configure
file.

prompt% tar xzf “/src/mpich2-0.96p2.tar.gz # unpack mpich 2 source



prompt% cd mpich2-0.96p2/src/mpi/romio # change to ROMIO d ir

prompt% patch -pl < “/src/romio-<CORRECT_VERSION>.diff  # apply patch
prompt% autoconf # create a new ’configure’
prompt% cd ../..[.. # return to top of src
prompt%

In order to build MPICH2 with a ROMIO that speaks PVFS2, a few chainge® to be made to the
normal configure process. MPICH2 will need to know the path to the PVMRS§2llation. Modify the
CFLAGSLDFLAGSandLIBS environment variables.

prompt% export CFLAGS="<other desired flags> -l/usr/loca I/pvfs2/include”
prompt% export LDFLAGS="-L/usr/local/pvfs2/lib"
prompt% export LIBS="-lpvfs2 -Ipthread"

prompt%

The MPICH2 configure script needs a some additional arguments to buiMI®Q@orrectly. The
enable-romio  flag builds ROMIO and thevith-file-system flag tells ROMIO which file systems
to support.
configure --enable-romio --with-file-system=ufs+nfs+p vfs2 [other flags]

Now compile and install MPICH2 as you normally would. Applications acceRWigS?2 through MPI-
10 will bypass the kernel interface and talk to PVFS2 servers directly.



