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Warranty

General DataComm warrants that its equipment is free from defects in materials and workmanship.  The warranty
period is one year from the date of shipment.  GDC's sole obligation under its warranty is limited to the repair or
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period.  This warranty will not extend to equipment subjected to accident, misuse, or alterations or repair not made
by GDC or authorized by GDC in writing.  The foregoing warranty is exclusive and in lieu of all other warranties,
express or implied, including but not limited to, warranties of merchantability and fitness for purpose.

Trademarks and Patents
General DataComm, the General DataComm logo and the following are trademarks of General DataComm, Inc in
the United States and other countries: ACCULINE, ANALOOP, AUTOFRAME, BERT 901, DATACOMM
SECURE-PAK, DATALOOP, DIGIDIAL, ENmacs, FASTPRO, FIRST RESPONSE, GDC, GDC APEX,
GENERAL DATACOMM X-PRESS, GEN*NET, GEN*PAC, IMAGE*TMS, KILOMUX,  LAN*TMS,
MEGA*BRIDGE, MEGAMUX, MEGAMUX TMS,  MEGANET, MEGASPLIT, MEGASWITCH, MEGAVIEW,
NETCON, NETSWITCH, NMC, QUIKSHIPPERS, SERVI-CHECK, SERVI-SNAP, WINmacs.

ANALOOP and DATALOOP respectively are protected by U.S. patents 3,655,915 and 3,769,454.  All other products
or services mentioned in this document are identified by the trademarks, service marks, or product names as
designated by the companies who market those products.  Inquiries concerning such trademarks should be made
directly to those companies.

Copyright
© 1999 General DataComm, Inc.  All rights reserved.
P.O. Box 1299, Middlebury, Connecticut 06762-1299 U.S.A.

This publication and the software it describes contain proprietary and confidential information.  No part of this
document may be copied, photocopied, reproduced, translated or reduced to any electronic or machine-readable
format without prior written permission of General DataComm, Inc.

The information in this document is subject to change without notice.  General DataComm assumes no responsibility
for any damages arising from the use of this document, including but not limited to, lost revenue, lost data, claims by
third parties, or other damages.  If you have comments or suggestions concerning this manual, please write to
Technical Publication Services or call 1-203-758-1811.
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Release Notes for GTS V2.2.0 Patch #37
Date: July 26, 1999

NOTE: This patch supersedes Patch #29.
1.0 Media

Patch #37 is delivered on one 3 1/2" diskette, Part Number:

 036Z612-301A-P37

2.0 Patch Contents

1. TMS Controller task ESINTEG

2. TMS Controller task M2DIAG

3. CDA-T1            cdat_220L.0b

4. CDA-E1            cdae_220L.0c

5. ESCC Master       escm_220K.09

3.0 Reason for Patch

This patch addresses the following symptoms:

3.1 Symptom:

In the Network status and Network Integrity screens, new pages other than the
page were slow to display their data. 

3.1.1 Fix:

The polling in the network status and network integrity applications has been t
based on number of controllers configured. This patch improves network pollin
performance for the first pass of data collection whenever a new page is displ
GDC 036R903-22037
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3.2 Symptom:

Loss of Supervisory Communications to random nodes on random Controllers 
six redundant Controllers. Without the patch, system communications could sto
using four controllers (in our worst case test system). 

With this patch, this system can support all 6 controllers displaying the Network
Status Screen. 

NOTE: It is still not recommended to have many Controllers in Network 
Status screens simultaneously, since this can reduce the speed of an
IAR, should one occur.

These improvements in communications through-put result in muxed comms n
being capable of handling six instead of four controllers under a full load with s
subaggregates.

3.2.1 Fix:

Reduced or eliminated the number of lost data packets. Sped up the message tr
software in the CDA. Reduced the amount of extraneous information sent by th
CDA, ESCC, and TMS Controller.

A number of enhancements were made to the CDA to help reduce the demand o
power by some processes thereby allowing more CPU time for other time critic
processes.

Added packet routing capability to the CDA card to allow the CDA to route pack
locally between subaggregates instead of passing all packets up to the ESCC to
routing decisions, thereby increasing transport speed.

Re-prioritized levels for packet discarding when CDA buffering reaches saturatio
further minimize the possibility of a system communications failure.

Reduced number of idle or unnecessary packets from the CDA, ESCC, and TM
Controllers.

The communications buffering capacity of the CDA has been increased.

The message transport speed of the CDA has been increased.

Greatly reduced the chance of lost communications and lost node ownership in
"Muxed comms" and "Non-Muxed comms" configurations.

3.3 Problems Discovered in Patch #29

1. If the CDA set flow-control because a destination queue was too full and t
were no subsequent messages for that queue then the flow control was n
cleared. This has been fixed.

2. The ESCC could set flow-control on the Controller link if the Controller lin
was busy. This could cause the comms lockup. This has been fixed.
GDC 036R903-22037
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3. When the ESCC downloads the routing tables to the CDAs, it might skip  
CDA or a pair of CDAs. This would cause all messages to be routed throug
ESCC rather than routed on the CDA. This has been fixed.

4.0 Loading Instructions

To load this patch, follow these instructions:

1. Go to the "Main Menu" screen and select the "Controller Maintenance" op

2. Install this patch via the "Load a Software Release" option on the “Contro
Maintenance” screen.

3. Software is now residing in the controller. Revision "2.2.0L" of the CDA-E
and CDA-T1 files should be selected using the "Select Stored File Revisio
poke-point from the "Modify/Activate Software Revision List" poke-point o
the "Download" screen. Similarly, select revision "2.2.0K" of the ESCM file
This stores the software in the background.

4. After all the nodes receive the code, select the "Modify/Activate Software 
Revision List" poke-point in the "Download" screen. Finally, activate the co
by hitting the "Activate Stored Software Files" poke-point.

4.1 Special Instructions for Large Networks

1. During software activation, it is recommended to temporarily disconnect s
or all subordinate Controllers until the activation is completed and the netw
stabilizes with the master Controller. This will allow the network to stabiliz
and return to normal operation much more quickly.

2. It is still not recommended to have many Controllers left in Network 
Status/Integrity screens simultaneously for long periods of time, since this
reduce the speed of an IAR, should one occur.

NOTE: The files on this patch are Year-2000 compliant.

The installation of this patch WILL cause a software download to the TMS nod
Therefore, some temporary disruption of the network will occur when activated
minimize network disruption, disable IAR before activating the stored code.
GDC 036R903-22037
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