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About This Guide

This guide provides information about how to manage storage devices on a SUSE
Linux Enterprise Server 11 Support Pack 3 (SP3) server.

Audience

This guide is intended for system administrators.

Feedback

We want to hear your comments and suggestions about this manual and the other
documentation included with this product. Please use the User Comments feature
at the bottom of each page of the online documentation, or go to www.novell.com/
documentation/feedback.html and enter your comments there.

Documentation Updates

For the most recent version of the SUSE Linux Enterprise Server 11 Storage
Administration Guide, visit the SUSE Documentation Web site for SUSE Linux
Enterprise Server 11 [http://www.suse.com/documentation/slesll].

Additional Documentation

For information about partitioning and managing devices, see “Advanced

Disk Setup” [http://www.suse.com/documentation/slesll/
book_sle_deployment/data/cha_advdisk.html]in the SUSE
Linux Enterprise Server 11 Deployment Guide [https://www.suse.com/
documentation/slesll/book_sle_deployment/data/
book_sle_deployment.html].


http://www.suse.com/documentation/sles11
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Overview of File Systems in
Linux

SUSE Linux Enterprise Server ships with a number of different file systems from
which to choose, including Btrfs, Ext3, Ext2, ReiserFS, and XFS. Each file system
has its own advantages and disadvantages.

Professional high-performance setups might require a highly available storage
systems. To meet the requirements of high-performance clustering scenarios, SUSE
Linux Enterprise Server includes OCFS2 (Oracle Cluster File System 2) and the
Distributed Replicated Block Device (DRBD) in the SLES High-Availability Storage
Infrastructure (HASI) release. These advanced storage systems are not covered in
this guide. For information, see the SUSE Linux Enterprise 11 SP3 High Availability
Extension Guide [http://www.suse.com/documentation/sle_ha/
book_sleha/data/book_sleha.html].

* Section 1.1, “Terminology” (page 2)

* Section 1.2, “Major File Systems in Linux” (page 2)

* Section 1.3, “Other Supported File Systems” (page 17)

» Section 1.4, “Large File Support in Linux” (page 18)

* Section 1.5, “Linux Kernel Storage Limitations” (page 20)

* Section 1.6, “Managing Devices with the YaST Partitioner” (page 21)

* Section 1.7, “Additional Information” (page 21)
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1.1 Terminology

metadata
A data structure that is internal to the file system. It assures that all of the on-disk
data is properly organized and accessible. Essentially, it is “data about the data.”
Almost every file system has its own structure of metadata, which is on reason
that the file systems show different performance characteristics. It is extremely
important to maintain metadata intact, because otherwise all data on the file
system could become inaccessible.

inode
A data structure on a file system that contains various information about a
file, including size, number of links, pointers to the disk blocks where the file
contents are actually stored, and date and time of creation, modification, and
access.

journal
In the context of a file system, a journal is an on-disk structure containing a
type of log in which the file system stores what it is about to change in the file
system’s metadata. Journaling greatly reduces the recovery time of a file system
because it has no need for the lengthy search process that checks the entire file
system at system startup. Instead, only the journal is replayed.

1.2 Major File Systems in Linux

SUSE Linux Enterprise Server offers a variety of file systems from which to choose.
This section contains an overview of how these file systems work and which
advantages they offer.

It is very important to remember that no file system best suits all kinds of
applications. Each file system has its particular strengths and weaknesses, which
must be taken into account. In addition, even the most sophisticated file system
cannot replace a reasonable backup strategy.

The terms data integrity and data consistency, when used in this section, do not refer
to the consistency of the user space data (the data your application writes to its files).
Whether this data is consistent must be controlled by the application itself.
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IMPORTANT

Unless stated otherwise in this section, all the steps required to set up or
change partitions and file systems can be performed by using YaST.

* Section 1.2.1, “Btrfs” (page 3)

* Section 1.2.2, “Ext2” (page 7)

Section 1.2.3, “Ext3” (page 8)
* Section 1.2.4, “ReiserFS” (page 14)
» Section 1.2.5, “XFS” (page 15)

* Section 1.2.6, “File System Feature Comparison” (page 17)

1.2.1 Birfs

Btrfs is a copy-on-write (COW) file system developed by Chris Mason. It is based
on COW-friendly B-trees developed by Ohad Rodeh. Btrfs is a logging-style file
system. Instead of journaling the block changes, it writes them in a new location,
then links the change in. Until the last write, the new changes are not committed.

IMPORTANT

Because Bitrfs is capable of storing snapshots of the file system, it is
advisable to reserve twice the amount of disk space than the standard
storage proposal. This is done automatically by the YaST Partitioner in the
Btrfs storage proposal for the root file system.

Btrfs provides fault tolerance, repair, and easy management features, such as the
following:

* Writable snapshots that allow you to easily roll back your system if needed after
applying updates, or to back up files.

* Multiple device support that allows you to grow or shrink the file system. The
feature is planned to be available in a future release of the YaST Partitioner.

Overview of File Systems in Linux
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» Compression to efficiently use storage space.

Use Btrfs commands to set up transparent compression. The feature is planned to
be available in a future release of the YaST Partitioner.

* Different RAID levels for metadata and user data.

* Different checksums for metadata and user data to improve error detection.
* Integration with Linux Logical Volume Manager (LVM) storage objects.

* Integration with the YaST Partitioner and AutoYaST on SUSE Linux.

* Offline migration from existing Ext2, Ext3, and Ext4 file systems.

Bootloader Support

Bootloader support for /boot on Btrfs is planned to be available beginning in SUSE
Linux Enterprise 12.

Btrfs Subvolumes

Btrfs creates a default subvolume in its assigned pool of space. It allows you to create
additional subvolumes that act as individual file systems within the same pool of
space. The number of subvolumes is limited only by the space allocated to the pool.

If Btrfs is used for the root (/) file system, the YaST Partitioner automatically
prepares the Btrfs file system for use with Btrfs subvolumes. You can cover any
subdirectory as a subvolume. For example, Table 1.1, “Default Subvolume Handling
for Btrfs in YaST” (page 4) identifies the subdirectories that we recommend

you treat as subvolumes because they contain files that you should not snapshot for
the reasons given:

Table 1.1: Default Subvolume Handling for Btrfs in YaST

Path Reason to Cover as a Subvolume
/opt Contains third-party add-on application software
packages.
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Path Reason to Cover as a Subvolume

/srv Contains http and ftp files.

/tmp Contains temporary files.

/var/crash Contains memory dumps of crashed kernels.

/var/log Contains system and applications’ log files, which should

never be rolled back.

/var/run Contains run-time variable data.

/var/spool Contains data that is awaiting processing by a program,
user, or administrator, such as news, mail, and printer
queues.

/var/tmp Contains temporary files or directories that are preserved

between system reboots.

After the installation, you can add or remove Btrfs subvolumes by

using the YaST Expert Partitioner. For information, see “Managing

Btrfs Subvolumes using YaST” [https://www.suse.com/
documentation/slesll/book_sle_deployment/data/
sec_yast2_1i_y2_part_expert.html#yast2_btrfs_yast]in

the SUSE Linux Enterprise Server 11 SP3 Deployment Guide [https://
www.suse.com/documentation/slesll/book_sle_deployment/
data/book_sle_deployment.html].

Snapshots for the Root File System

Btrfs provides writable snapshots with the SUSE Snapper infrastructure that allow
you to easily roll back your system if needed after applying updates, or to back up
files. Snapper allows you to create and delete snapshots, and to compare snapshots
and revert the differences between them. If Btrfs is used for the root (/) file system,
YaST automatically enables snapshots for the root file system.

For information about Snapper and its integration in ZYpp (snapper-zypp—
plugin)and YaST (yast2-snapper), see “Snapshots/Rollback with Snapper”

Overview of File Systems in Linux
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[http://www.suse.com/documentation/slesll/book_sle_admin/
data/cha_snapper.html] in the SUSE Linux Enterprise Server 11 SP3
Administration Guide [http://www.suse.com/documentation/slesll/
book_sle_admin/data/book_sle_admin.html].

For information about the SUSE Snapper project, see the Snapper Portal wiki at
OpenSUSE.org [http://en.opensuse.org/Portal: Snapper].

Online Check and Repair Functionality

The scrub check and repair functionality is available as part of the Btrfs command
line tools. It verifies the integrity of data and metadata, assuming the tree structures
is fine. You can run scrub periodically on a mounted file system; it runs as a
background process during normal operation.

RAID and Multipath Support

You can create Btrfs on Multiple Devices (MD) and Device Mapper (DM) storage
configurations by using the YaST Partitioner.

Migration from Ext File Systems to Birfs

You can migrate data volumes from existing Ext file systems (Ext2, Ext3, or Ext4)
to the Btrfs file system. The conversion process occurs offline and in place on the
device. The file system needs least 15% of available free space on the device.

To convert the Ext file system to Btrfs, take the file system offline, then enter:

btrfs—-convert <device>

To roll back the migration to the original Ext file system, take the file system offline,
then enter:

btrfs-convert -r <device>

IMPORTANT

When rolling back to the original Ext file system, all data will be lost that
you added after the conversion to Btrfs. That is, only the original data is
converted back to the Ext file system.
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Btrfs Administration

Btrfs is integrated in the YaST Partitioner and AutoYaST. It is available during the
installation to allow you to set up a solution for the root file system. You can use the
YaST Partitioner after the install to view and manage Btrfs volumes.

Btrfs administration tools are provided in the bt rf sprogs package. For
information about using Btrfs commands, see the bt rfs (8), btrfsck (8),
mkfs.btrfs (8),and btrfsctl (8) man pages. For information about Btrfs
features, see the Bitrfs wiki [http://btrfs.wiki.kernel.org].

The fsck.btrfs (8) tool will soon be available in the SUSE Linux Enterprise
update repositories.

1.2.2 Ext2

The origins of Ext2 go back to the early days of Linux history. Its predecessor, the
Extended File System, was implemented in April 1992 and integrated in Linux
0.96c. The Extended File System underwent a number of modifications and, as Ext2,
became the most popular Linux file system for years. With the creation of journaling
file systems and their short recovery times, Ext2 became less important.

A brief summary of Ext2’s strengths might help understand why it was—and in some
areas still is—the favorite Linux file system of many Linux users.

* Section 1.2.2.1, “Solidity and Speed” (page 7)

* Section 1.2.2.2, “Easy Upgradability” (page 8)

1.2.2.1 Solidity and Speed

Being quite an “old-timer,” Ext2 underwent many improvements and was heavily
tested. This might be the reason why people often refer to it as rock-solid. After a
system outage when the file system could not be cleanly unmounted, e2fsck starts to
analyze the file system data. Metadata is brought into a consistent state and pending
files or data blocks are written to a designated directory (called 1ost+found).

In contrast to journaling file systems, e2fsck analyzes the entire file system and

not just the recently modified bits of metadata. This takes significantly longer than
checking the log data of a journaling file system. Depending on file system size, this
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procedure can take half an hour or more. Therefore, it is not desirable to choose Ext2
for any server that needs high availability. However, because Ext2 does not maintain
a journal and uses significantly less memory, it is sometimes faster than other file
systems.

1.2.2.2 Easy Upgradability

Because Ext3 is based on the Ext2 code and shares its on-disk format as well as its
metadata format, upgrades from Ext2 to Ext3 are very easy.

1.2.3 Ext3

Ext3 was designed by Stephen Tweedie. Unlike all other next-generation file
systems, Ext3 does not follow a completely new design principle. It is based on Ext2.
These two file systems are very closely related to each other. An Ext3 file system can
be easily built on top of an Ext2 file system. The most important difference between
Ext2 and Ext3 is that Ext3 supports journaling. In summary, Ext3 has three major
advantages to offer:

» Section 1.2.3.1, “Easy and Highly Reliable Upgrades from Ext2” (page 8)
» Section 1.2.3.2, “Reliability and Performance” (page 9)
» Section 1.2.3.3, “Converting an Ext2 File System into Ext3” (page 9)

* Section 1.2.3.4, “Ext3 File System Inode Size and Number of Inodes”
(page 10)

1.2.3.1 Easy and Highly Reliable Upgrades from
Ext2

The code for Ext2 is the strong foundation on which Ext3 could become a highly-
acclaimed next-generation file system. Its reliability and solidity are elegantly
combined in Ext3 with the advantages of a journaling file system. Unlike transitions
to other journaling file systems, such as ReiserFS or XFS, which can be quite tedious
(making backups of the entire file system and recreating it from scratch), a transition
to Ext3 is a matter of minutes. It is also very safe, because re-creating an entire

file system from scratch might not work flawlessly. Considering the number of
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existing Ext2 systems that await an upgrade to a journaling file system, you can
easily see why Ext3 might be of some importance to many system administrators.
Downgrading from Ext3 to Ext2 is as easy as the upgrade. Just perform a clean
unmount of the Ext3 file system and remount it as an Ext2 file system.

1.2.3.2 Reliability and Performance

Some other journaling file systems follow the “metadata-only” journaling approach.
This means your metadata is always kept in a consistent state, but this cannot be
automatically guaranteed for the file system data itself. Ext3 is designed to take care
of both metadata and data. The degree of “care” can be customized. Enabling Ext3
in the data=journal mode offers maximum security (data integrity), but can
slow down the system because both metadata and data are journaled. A relatively
new approach is to use the data=ordered mode, which ensures both data and
metadata integrity, but uses journaling only for metadata. The file system driver
collects all data blocks that correspond to one metadata update. These data blocks are
written to disk before the metadata is updated. As a result, consistency is achieved
for metadata and data without sacrificing performance. A third option to use is
data=writeback, which allows data to be written into the main file system

after its metadata has been committed to the journal. This option is often considered
the best in performance. It can, however, allow old data to reappear in files after
crash and recovery while internal file system integrity is maintained. Ext3 uses the
data=ordered option as the default.

1.2.3.3 Converting an Ext2 File System into Ext3

To convert an Ext2 file system to Ext3:
1 Create an Ext3 journal by running tune2fs -7 as the root user.
This creates an Ext3 journal with the default parameters.

To specify how large the journal should be and on which device it should reside,
run tune2fs -J instead together with the desired journal options size= and
device=. More information about the tune2 fs program is available in the
tune2fs man page.

2 Edit the file /etc/fstab as the root user to change the file system type
specified for the corresponding partition from ext 2 to ext 3, then save the
changes.
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This ensures that the Ext3 file system is recognized as such. The change takes
effect after the next reboot.

3 To boot a root file system that is set up as an Ext3 partition, include the modules
ext3 and jbdinthe initrd.

3a Edit /etc/sysconfig/kernel as root, adding ext 3 and jbd to
the INITRD_MODULES variable, then save the changes.

3b Run the mkinitrd command.
This builds a new initrd and prepares it for use.

4 Reboot the system.

1.2.3.4 Ext3 File System Inode Size and Number of
Inodes

An inode stores information about the file and its block location in the file system.
To allow space in the inode for extended attributes and ACLs, the default inode

size for Ext3 was increased from 128 bytes on SLES 10 to 256 bytes on SLES 11.

As compared to SLES 10, when you make a new Ext3 file system on SLES 11, the
default amount of space pre-allocated for the same number of inodes is doubled, and
the usable space for files in the file system is reduced by that amount. Thus, you must
use larger partitions to accommodate the same number of inodes and files than were
possible for an Ext3 file system on SLES 10.

When you create a new Ext3 file system, the space in the inode table is pre-allocated
for the total number of inodes that can be created. The bytes-per-inode ratio and the
size of the file system determine how many inodes are possible. When the file system
is made, an inode is created for every bytes-per-inode bytes of space:

number of inodes = total size of the file system divided by the number of
bytes per inode

The number of inodes controls the number of files you can have in the file system:
one inode for each file. To address the increased inode size and reduced usable space
available, the default for the bytes-per-inode ratio was increased from 8192 bytes on
SLES 10 to 16384 bytes on SLES 11. The doubled ratio means that the number of
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files that can be created is one-half of the number of files possible for an Ext3 file
system on SLES 10.

IMPORTANT

After the inodes are allocated, you cannot change the settings for the
inode size or bytes-per-inode ratio. No new inodes are possible without
recreating the file system with different settings, or unless the file system
gets extended. When you exceed the maximum number of inodes, no new
files can be created on the file system until some files are deleted.

When you make a new Ext3 file system, you can specify the inode size and bytes-
per-inode ratio to control inode space usage and the number of files possible on the
file system. If the blocks size, inode size, and bytes-per-inode ratio values are not
specified, the default values in the /et c/mked2fs. conf file are applied. For
information, see the mke2fs.conf (5) man page.

Use the following guidelines:

* Inode size: The default inode size is 256 bytes. Specify a value in bytes that is
a power of 2 and equal to 128 or larger in bytes and up to the block size, such as
128, 256, 512, and so on. Use 128 bytes only if you do not use extended attributes
or ACLs on your Ext3 file systems.

* Bytes-per-inode ratio: The default bytes-per-inode ratio is 16384 bytes. Valid
bytes-per-inode ratio values must be a power of 2 equal to 1024 or greater in bytes,
such as 1024, 2048, 4096, 8192, 16384, 32768, and so on. This value should not be
smaller than the block size of the file system, because the block size is the smallest
chunk of space used to store data. The default block size for the Ext3 file system is
4 KB.

In addition, you should consider the number of files and the size of files you need
to store. For example, if your file system will have many small files, you can
specify a smaller bytes-per-inode ratio, which increases the number of inodes. If
your file system will have a very large files, you can specify a larger bytes-per-
inode ratio, which reduces the number of possible inodes.

Generally, it is better to have too many inodes than to run out of them. If you

have too few inodes and very small files, you could reach the maximum number
of files on a disk that is practically empty. If you have too many inodes and very
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large files, you might have free space reported but be unable to use it because you
cannot create new files in space reserved for inodes.

If you do not use extended attributes or ACLs on your Ext3 file systems, you can
restore the SLES 10 behavior specifying 128 bytes as the inode size and 8192 bytes
as the bytes-per-inode ratio when you make the file system. Use any of the following
methods to set the inode size and bytes-per-inode ratio:

* Modifying the default settings for all new Ext3 files: In a text editor, modify the
defaults section of the /etc/mke2fs.conf file to set the inode_size
and inode_ratio to the desired default values. The values apply to all new
Ext3 file systems. For example:

blocksize = 4096
inode_size = 128
inode_ratio = 8192

* At the command line: Pass the inode size (-I 128) and the bytes-per-inode
ratio (-1 8192)tothemkfs.ext3(8) command or the mke2fs (8)
command when you create a new Ext3 file system. For example, use either of the
following commands:

mkfs.ext3 -b 4096 -i 8092 -I 128 /dev/sda2

mke2fs -t ext3 -b 4096 -i 8192 -I 128 /dev/sda2

* During installation with YaST: Pass the inode size and bytes-per-inode ratio
values when you create a new Ext3 file system during the installation. In the YaST
Partitioner on the Edit Partition page under Formatting Options, select Format
partitionExt3, then click Options. In the File system options dialog box, select the
desired values from the Block Size in Bytes, Bytes-per-inode, and Inode Size drop-
down lists.

For example, select 4096 for the Block Size in Bytes drop-down list, select 8192

from the Bytes per inode drop-down list, select 128 from the Inode Size drop-down
list, then click OK.
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* During installation with autoyast: In an autoyast profile, you can use the
fs_options tagto setthe opt_bytes_per_inode ratio value of 8192 for -
i and the opt_inode_density value of 128 for -I:

<partitioning config:type="1list">
<drive>
<device>/dev/sda</device>
<initialize config:type="boolean">true</initialize>
<partitions config:type="1list">
<partition>
<filesystem config:type="symbol">ext3</filesystem>
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<format config:type="boolean">true</format>
<fs_options>
<opt_bytes_per_inode>
<option_str>-i</option_str>
<option_value>8192</option_value>
</opt_bytes_per_inode>
<opt_inode_density>
<option_str>-I</option_str>
<option_value>128</option_value>
</opt_inode_density>
</fs_options>
<mount>/</mount>
<partition_id config:type="integer">131</partition_id>
<partition_type>primary</partition_type>
<size>25G</size>
</partition>

For information, see SLES11 ext3 partitions can only store 50% of the files that
can be stored on SLES10 [Technical Information Document 7009075] [http://
www.novell.com/support/kb/doc.php?id=7009075].

1.2.4 ReiserFS

Officially one of the key features of the 2.4 kernel release, ReiserFS has been
available as a kernel patch for 2.2.x SUSE kernels since version 6.4. ReiserFS was
designed by Hans Reiser and the Namesys development team. It has proven itself
to be a powerful alternative to Ext2. Its key assets are better disk space utilization,
better disk access performance, faster crash recovery, and reliability through data
journaling.

IMPORTANT

The ReiserFS file system is fully supported for the lifetime of SUSE Linux
Enterprise Server 11 specifically for migration purposes. SUSE plans to
remove support for creating new ReiserFS file systems starting with SUSE
Linux Enterprise Server 12.

* Section 1.2.4.1, “Better Disk Space Utilization” (page 15)
* Section 1.2.4.2, “Better Disk Access Performance” (page 15)
* Section 1.2.4.3, “Fast Crash Recovery” (page 15)

» Section 1.2.4.4, “Reliability through Data Journaling” (page 15)
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1.2.4.1 Better Disk Space Utilization

In ReiserFS, all data is organized in a structure called a B*-balanced tree. The

tree structure contributes to better disk space utilization because small files can be
stored directly in the B* tree leaf nodes instead of being stored elsewhere and just
maintaining a pointer to the actual disk location. In addition to that, storage is not
allocated in chunks of 1 or 4 KB, but in portions of the exact size needed. Another
benefit lies in the dynamic allocation of inodes. This keeps the file system more
flexible than traditional file systems, like Ext2, where the inode density must be
specified at file system creation time.

1.2.4.2 Better Disk Access Performance

For small files, file data and “‘stat_data” (inode) information are often stored next to
each other. They can be read with a single disk I/O operation, meaning that only one
access to disk is required to retrieve all the information needed.

1.2.4.3 Fast Crash Recovery

Using a journal to keep track of recent metadata changes makes a file system check a
matter of seconds, even for huge file systems.

1.2.4.4 Reliability through Data Journaling

ReiserFS also supports data journaling and ordered data modes similar to the
concepts outlined in Section 1.2.3, “Ext3” (page 8). The default mode is
data=ordered, which ensures both data and metadata integrity, but uses
journaling only for metadata.

1.2.5 XFS

Originally intended as the file system for their IRIX OS, SGI started XFS
development in the early 1990s. The idea behind XFS was to create a high-
performance 64-bit journaling file system to meet extreme computing challenges.
XFS is very good at manipulating large files and performs well on high-end
hardware. However, even XFS has a drawback. Like ReiserFS, XFS takes great care
of metadata integrity, but less care of data integrity.
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A quick review of XFS’s key features explains why it might prove to be a strong
competitor for other journaling file systems in high-end computing.

* Section 1.2.5.1, “High Scalability through the Use of Allocation Groups”
(page 16)

[l

* Section 1.2.5.2, “High Performance through Efficient Management of Disk Space’
(page 16)

» Section 1.2.5.3, “Preallocation to Avoid File System Fragmentation”
(page 17)

1.2.5.1 High Scalability through the Use of
Allocation Groups

At the creation time of an XFS file system, the block device underlying the file
system is divided into eight or more linear regions of equal size. Those are referred
to as allocation groups. Each allocation group manages its own inodes and free disk
space. Practically, allocation groups can be seen as file systems in a file system.
Because allocation groups are rather independent of each other, more than one of
them can be addressed by the kernel simultaneously. This feature is the key to XFS’s
great scalability. Naturally, the concept of independent allocation groups suits the
needs of multiprocessor systems.

1.2.5.2 High Performance through Efficient
Management of Disk Space

Free space and inodes are handled by B* trees inside the allocation groups. The
use of B* trees greatly contributes to XFS’s performance and scalability. XFS uses
delayed allocation, which handles allocation by breaking the process into two pieces.
A pending transaction is stored in RAM and the appropriate amount of space is
reserved. XFS still does not decide where exactly (in file system blocks) the data
should be stored. This decision is delayed until the last possible moment. Some
short-lived temporary data might never make its way to disk, because it is obsolete
by the time XFS decides where actually to save it. In this way, XFS increases write
performance and reduces file system fragmentation. Because delayed allocation
results in less frequent write events than in other file systems, it is likely that data
loss after a crash during a write is more severe.
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1.2.5.3 Preallocation to Avoid File System
Fragmentation

Before writing the data to the file system, XFS reserves (preallocates) the free space
needed for a file. Thus, file system fragmentation is greatly reduced. Performance is
increased because the contents of a file are not distributed all over the file system.

1.2.6 File System Feature Comparison

For a side-by-side feature comparison of the major operating systems in SUSE Linux
Enterprise Server, see File System Support and Sizes [http://www.suse.com/
products/server/technical-information/#FileSystem]on

the SUSE Linux Enterprise Server Technical Information Web site [http://
www.suse.com/products/server/technical-information/].

1.3 Other Supported File Systems

Table 1.2, “File System Types in Linux” (page 17) summarizes some other file
systems supported by Linux. They are supported mainly to ensure compatibility and
interchange of data with different kinds of media or foreign operating systems.

Table 1.2: File System Types in Linux

File System Description

Type

cramfs Compressed ROM file system: A compressed read-only
file system for ROMs.

hpfs High Performance File System: The IBM OS/2 standard

file system. Only supported in read-only mode.

1509660 Standard file system on CD-ROMs.

minix This file system originated from academic projects on
operating systems and was the first file system used in
Linux. Today, it is used as a file system for floppy disks.
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File System
Type

Description

msdos fat, the file system originally used by DOS, is today
used by various operating systems.

ncpfs File system for mounting Novell volumes over networks.

nfs Network File System: Here, data can be stored on any
machine in a network and access might be granted via a
network.

ntfs Windows NT file system; read-only.

smbfs Server Message Block is used by products such as
Windows to enable file access over a network.

Sysv Used on SCO UNIX, Xenix, and Coherent (commercial
UNIX systems for PCs).

ufs Used by BSD, SunOS, and NextStep. Only supported in
read-only mode.

umsdos UNIX on MS-DOS: Applied on top of a standard fat file
system, achieves UNIX functionality (permissions, links,
long filenames) by creating special files.

vfat Virtual FAT: Extension of the fat file system (supports

long filenames).

1.4 Large File Support in Linux

Originally, Linux supported a maximum file size of 2 GiB (231 bytes). Unless a file
system comes with large file support, the maximum file size on a 32-bit system is 2
GiB.

Currently, all of our standard file systems have LFS (large file support), which gives
a maximum file size of 2% bytes in theory. Table 1.3, “Maximum Sizes of Files and
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File Systems (On-Disk Format, 4 KiB Block Size)” (page 19) offers an overview

of the current on-disk format limitations of Linux files and file systems. The numbers
in the table assume that the file systems are using 4 KiB block size, which is a
common standard. When using different block sizes, the results are different. The
maximum file sizes in Table 1.3, “Maximum Sizes of Files and File Systems (On-
Disk Format, 4 KiB Block Size)” (page 19) can be larger than the file system's

actual size when using sparse blocks.

NOTE

In this document: 1024 Bytes = 1 KiB; 1024 KiB = 1 MiB; 1024 MiB = 1
GiB; 1024 GiB = 1 TiB; 1024 TiB = 1 PiB; 1024 PiB = 1 EiB (see also
NIST: Prefixes for Binary Multiples [nttp://physics.nist.gov/cuu/
Units/binary.html].

Table 1.3: Maximum Sizes of Files and File Systems (On-Disk Format, 4 KiB
Block Size)

File System (4 KiB Maximum File Maximum File Size
Block Size) System Size

Btrfs 16 EiB 16 EiB

Ext3 16 TiB 2 TiB

OCFS2 (a cluster- 164 TiB 1EiB

aware file system
available in the

High Availability

Extension)

ReiserFS v3.6 16 TiB 1 EiB
XFS 8 EiB 8 EiB
NFSv2 (client side) 8 EiB 2 GiB
NFSv3 (client side) 8 EiB 8 EiB
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IMPORTANT

Table 1.3, “Maximum Sizes of Files and File Systems (On-Disk Format, 4
KiB Block Size)” (page 19) describes the limitations regarding the on-

disk format. The Linux kernel imposes its own limits on the size of files and
file systems handled by it. These are as follows:

File Size
On 32-bit systems, files cannot exceed 2 TiB (241 bytes).

File System Size
File systems can be up to 273 bytes in size. However, this limit is still
out of reach for the currently available hardware.

1.5 Linux Kernel Storage
Limitations

Table 1.4, “Storage Limitations” (page 20) summarizes the kernel limits for
storage associated with SUSE Linux Enterprise 11 Service Pack 3.

Table 1.4: Storage Limitations

Storage Feature Limitation

Maximum number of LUNs 16384 LUNSs per target.

supported

Maximum number of paths per No limit per se. Each path is treated
single LUN as a normal LUN.

The actual limit is given by the
number of LUNS per target and
the number of targets per HBA
(16777215 for a Fibre Channel
HBA).
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Storage Feature

Limitation

Maximum number of HBAs

Unlimited. The actual limit is
determined by the amount of PCI
slots of the system.

Maximum number of paths with
device-mapper-multipath (in total)
per operating system

Approximately1024. The actual
number depends on the length of
the device number strings. It is

a compile-time variable within
multipath-tools, which can be raised
if this limit poses to be a problem.

Maximum size per block device

For X86, up to 16 TiB.

For x86_64, 1a64, s390x, and ppc64,
up to 8 EiB.

1.6 Managing Devices with the

YaST Partitioner

You can use the YaST Partitioner to create and manage file systems and

RAID devices. For information, see “Advanced Disk Setup” [http://
www.suse.com/documentation/slesll/book_sle_deployment/
data/cha_advdisk.html]in the SUSE Linux Enterprise Server 11 SP3
Deployment Guide [https://www.suse.com/documentation/slesll/
book_sle_deployment/data/book_sle_deployment.html].

1.7 Additional Information

Each of the file system projects described above maintains its own home page on
which to find mailing list information, further documentation, and FAQs:

» E2fsprogs: Ext2/3/4 File System Utilities [ http://

e2fsprogs.sourceforge.net/ ]
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* Introducing Ext3 [ http://www.ibm.com/developerworks/linux/
library/1-£fs7/ ]

* Using ReiserF'S with Linux [ http://www.ibm.com/developerworks/
aix/library/au-unix-reiserfFS/ |

* XFS: A High-Performance Journaling Filesytem [ http://oss.sgi.com/
projects/xfs/ ]

* OCFS2 Project [ http://oss.oracle.com/projects/ocfs2/ ]

A comprehensive multipart tutorial about Linux file systems can be found
at IBM developerWorks in the Advanced File System Implementor’s Guide
[https://www.ibm.com/developerworks/linux/library/1-fs/].

An in-depth comparison of file systems (not only Linux file
systems) is available from the Wikipedia project in Comparison
of File Systems [http://en.wikipedia.org/wiki/
Comparison_of_file_systems#Comparison].
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What’s New for Storage in
SLES 11

The features and behavior changes noted in this section were made for SUSE Linux
Enterprise Server 11.

* Section 2.1, “What’s New in SLES 11 SP3” (page 23)
* Section 2.2, “What’s New in SLES 11 SP2” (page 24)
* Section 2.3, “What’s New in SLES 11 SP1” (page 24)

» Section 2.4, “What’s New in SLES 117 (page 29)

2.1 What’s New in SLES 11 SP3

In addition to bug fixes, the features and behavior changes in this section were made
for the SUSE Linux Enterprise Server 11 SP3 release:

* The Intel software RAID provides improved support on the RSTe+ (Rapid Storage
Technology Enterprise) platform.

* The LEDMON utility supports PCle-SSD enclosure LEDs for MD software
RAIDs. For information, see Chapter 12, Storage Enclosure LED Utilities for MD
Software RAIDs (page 211).

* YaST supports the iSCSI LIO Target Server software. For information,
see Chapter 15, Mass Storage over IP Networks: iSCSI LIO Target
Server (page 263).
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The following enhancements were made for multipath I/O configuration:

* The user_friendly_names parameter can also be configured in the devices
configuration section and in the multipath configuration section.

* The default settings for the max_fds parameter was changed to max:

max_fds max

In the Add RAID wizard in the YaST Partitioner, the Classify option allows you
to specify the order in which the selected devices in a Linux software RAID will
be used to ensure that one half of the array resides on one disk subsystem and the
other half of the array resides on a different disk subsystem. For example, if one
disk subsystem fails, the system keeps running from the second disk subsystem.
For information, see Step 4d (page 191) in Section 10.3.3, “Creating a Complex
RAID10 with the YaST Partitioner” (page 190).

2.2 What’s New in SLES 11 SP2

In addition to bug fixes, the features and behavior changes in this section were made
for the SUSE Linux Enterprise Server 11 SP2 release:

Btrfs File System. See Section 1.2.1, “Btrfs” (page 3).

Open Fibre Channel over Ethernet. See Chapter 16, Fibre Channel Storage over
Ethernet Networks: FCoE (page 299).

Tagging for LVM storage objects. See Section 4.7, “Tagging LVM2 Storage
Objects” (page 52).

NFSv4 ACLs tools. See Chapter 18, Managing Access Control Lists over
NFSv4 (page 321).

—-—assume—clean option for mdadm resize command. See Section 11.2.2,
“Increasing the Size of the RAID Array” (page 200).

2.3 What’s New in SLES 11 SP1

In addition to bug fixes, the features and behavior changes noted in this section were
made for the SUSE Linux Enterprise Server 11 SP1 release.
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* Section 2.3.1, “Saving iSCSI Target Information” (page 25)

* Section 2.3.2, “Modifying Authentication Parameters in the iSCSI Initiator”
(page 25)

* Section 2.3.3, “ Allowing Persistent Reservations for MPIO Devices”
(page 20)

» Section 2.3.4, “MDADM 3.0.2” (page 26)

* Section 2.3.5, “Boot Loader Support for MDRAID External Metadata”
(page 26)

* Section 2.3.6, “YaST Install and Boot Support for MDRAID External Metadata”
(page 27)

* Section 2.3.7, “Improved Shutdown for MDRAID Arrays that Contain the Root
File System” (page 27)

* Section 2.3.8, “MD over iSCSI Devices” (page 27)
» Section 2.3.9, “MD-SGPIO” (page 28)
* Section 2.3.10, “Resizing LVM 2 Mirrors ” (page 28)

* Section 2.3.11, “Updating Storage Drivers for Adapters on IBM Servers”
(page 28)

2.3.1 Saving iSCSI Target Information

In the YaSTNetwork ServicesiSCSI Target function, a Save option was added that
allows you to export the iSCSI target information. This makes it easier to provide
information to consumers of the resources.

2.3.2 Modifying Authentication
Parameters in the iSCSI Initiator

In the YaSTNetwork ServicesiSCSI Initiator function, you can modify the
authentication parameters for connecting to a target devices. Previously, you needed
to delete the entry and re-create it in order to change the authentication information.
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2.3.3 Allowing Persistent Reservations for
MPIO Devices

A SCSI initiator can issue SCSI reservations for a shared storage device, which locks
out SCSI initiators on other servers from accessing the device. These reservations
persist across SCSI resets that might happen as part of the SCSI exception handling
process.

The following are possible scenarios where SCSI reservations would be useful:

* In a simple SAN environment, persistent SCSI reservations help protect against
administrator errors where a LUN is attempted to be added to one server but it
is already in use by another server, which might result in data corruption. SAN
zoning is typically used to prevent this type of error.

* In a high-availability environment with failover set up, persistent SCSI
reservations help protect against errant servers connecting to SCSI devices that are
reserved by other servers.

2.3.4 MDADM 3.0.2

Use the latest version of the Multiple Devices Administration (MDADM, mdadm)
utility to take advantage of bug fixes and improvements.

2.3.5 Boot Loader Support for MDRAID
External Metadata

Support was added to use the external metadata capabilities of the MDADM
utility version 3.0 to install and run the operating system from RAID volumes
defined by the Intel Matrix Storage Technology metadata format. This moves
the functionality from the Device Mapper RAID (DMRAID) infrastructure to
the Multiple Devices RAID (MDRAID) infrastructure, which offers the more
mature RAID 5 implementation and offers a wider feature set of the MD kernel
infrastructure. It allows a common RAID driver to be used across all metadata
formats, including Intel, DDF (common RAID disk data format), and native MD
metadata.
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2.3.6 YaST Install and Boot Support for
MDRAID External Metadata

The YaST installer tool added support for MDRAID External Metadata for RAID O,
1, 10, 5, and 6. The installer can detect RAID arrays and whether the platform RAID
capabilities are enabled. If multipath RAID is enabled in the platform BIOS for Intel
Matrix Storage Manager, it offers options for DMRAID, MDRAID (recommended),
or none. The initrd was also modified to support assembling BIOS-based RAID
arrays.

2.3.7 Improved Shutdown for MDRAID
Arrays that Contain the Root File System

Shutdown scripts were modified to wait until all of the MDRAID arrays are marked
clean. The operating system shutdown process now waits for a dirty-bit to be cleared
until all MDRAID volumes have finished write operations.

Changes were made to the startup script, shutdown script, and the initrd to
consider whether the root (/) file system (the system volume that contains the
operating system and application files) resides on a software RAID array. The
metadata handler for the array is started early in the shutdown process to monitor

the final root file system environment during the shutdown. The handler is excluded
from the general ki11al1l events. The process also allows for writes to be quiesced
and for the array’s metadata dirty-bit (which indicates whether an array needs to be
resynchronized) to be cleared at the end of the shutdown.

2.3.8 MD over iSCSI Devices

The YaST installer now allows MD to be configured over iSCSI devices.

If RAID arrays are needed on boot, the iSCSI initiator software is loaded before
boot .md so that the iSCSI targets are available to be auto-configured for the RAID.

For a new install, Libstorage creates an /et c/mdadm. conf file and adds the line
AUTO -all. During an update, the line is not added. If /etc/mdadm.conf
contains the line

What's New for Storage in SLES 11

27



28

AUTO -all

then no RAID arrays are auto-assembled unless they are explicitly listed in /etc/
mdadm.conf.

2.3.9 MD-SGPIO

The MD-SGPIO utility is a standalone application that monitors RAID arrays via
sysfs (2). Events trigger an LED change request that controls blinking for LED
lights that are associated with each slot in an enclosure or a drive bay of a storage
subsystem. It supports two types of LED systems:

* 2-LED systems (Activity LED, Status LED)

* 3-LED systems (Activity LED, Locate LED, Fail LED)

2.3.10 Resizing LVM 2 Mirrors

The 1vresize, lvextend, and 1vreduce commands that are used to resize
logical volumes were modified to allow the resizing of LVM 2 mirrors. Previously,
these commands reported errors if the logical volume was a mirror.

2.3.11 Updating Storage Drivers for
Adapters on IBM Servers

Update the following storage drivers to use the latest available versions to support
storage adapters on IBM servers:

* Adaptec: aacraid, aic94xx
e Emulex: 1pfc
e LSI: mptas, megaraid_sas

The mpt sas driver now supports native EEH (Enhanced Error Handler) recovery,
which is a key feature for all of the I/O devices for Power platform customers.

* glogic: gla2xxx, gla3xxx, gladxxx
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2.4 What’s New in SLES 11

The features and behavior changes noted in this section were made for the SUSE
Linux Enterprise Server 11 release.

Section 2.4.1, “EVMS2 Is Deprecated” (page 29)

Section 2.4.2, “Ext3 as the Default File System” (page 30)
Section 2.4.3, “Default Inode Size Increased for Ext3” (page 30)
Section 2.4.4, “JFS File System Is Deprecated” (page 30)

Section 2.4.5, “OCFS2 File System Is in the High Availability Release”
(page 30)

Section 2.4.6, “/dev/disk/by-name Is Deprecated” (page 31)

Section 2.4.7, “Device Name Persistence in the /dev/disk/by-id Directory”
(page 31)

Section 2.4.8, “Filters for Multipathed Devices” (page 31)
Section 2.4.9, “User-Friendly Names for Multipathed Devices” (page 32)

Section 2.4.10, “Advanced 1/O Load-Balancing Options for Multipath”
(page 32)

Section 2.4.11, “Location Change for Multipath Tool Callouts” (page 33)

Section 2.4.12, “Change from mpath to multipath for the mkinitrd -f Option”
(page 33)

Section 2.4.13, “Change from Multibus to Failover as the Default Setting for the
MPIO Path Grouping Policy” (page 33)

2.4.1 EVMS2 Is Deprecated

The Enterprise Volume Management Systems (EVMS?2) storage management
solution is deprecated. All EVMS management modules have been removed from the
SUSE Linux Enterprise Server 11 packages. Your EVMS-managed devices should
be automatically recognized and managed by Linux Volume Manager 2 (LVM?2)
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when you upgrade your system. For more information, see Evolution of Storage and
Volume Management in SUSE Linux Enterprise [http://www.novell.com/
linux/volumemanagement/strategy.html].

For information about managing storage with EVMS2 on SUSE Linux Enterprise
Server 10, see the SUSE Linux Enterprise Server 10 SP3: Storage Administration
Guide [http://www.novell.com/documentation/sles10/
stor_admin/data/bookinfo.html].

2.4.2 Ext3 as the Default File System

The Ext3 file system has replaced ReiserFS as the default file system recommended
by the YaST tools at installation time and when you create file systems. ReiserFS

is still supported. For more information, see File System Support [nttp://
www.novell.com/linux/techspecs.html?tab=2] on the SUSE Linux
Enterprise 11 Tech Specs Web page.

2.4.3 Default Inode Size Increased for
Ext3

To allow space for extended attributes and ACLs for a file on Ext3 file systems, the
default inode size for Ext3 was increased from 128 bytes on SLES 10 to 256 bytes
on SLES11. For information, see Section 1.2.3.4, “Ext3 File System Inode Size and
Number of Inodes” (page 10).

2.4.4 JFS File System Is Deprecated

The JFS file system is no longer supported. The JFS utilities were removed from the
distribution.

2.4.5 OCFS2 File System Is in the High
Availability Release

The OCFS2 file system is fully supported as part of the SUSE Linux Enterprise High
Availability Extension.
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2.4.6 /dev/disk/by-name Is Deprecated

The /dev/disk/by—-name path is deprecated in SUSE Linux Enterprise Server
11 packages.

2.4.7 Device Name Persistence in the /
dev/disk/by-id Directory

In SUSE Linux Enterprise Server 11, the default multipath setup relies on udev

to overwrite the existing symbolic links in the /dev/disk/by-id directory
when multipathing is started. Before you start multipathing, the link points to the
SCSI device by using its scsi-xxx name. When multipathing is running, the
symbolic link points to the device by using its dm—-uuid-xxx name. This ensures
that the symbolic links in the /dev/disk/by—id path persistently point to the
same device regardless of whether multipathing is started or not. The configuration
files (such as 1vm. conf and md. conf) do not need to be modified because they
automatically point to the correct device.

See the following sections for more information about how this behavior change
affects other features:

* Section 2.4.8, “Filters for Multipathed Devices” (page 31)

* Section 2.4.9, “User-Friendly Names for Multipathed Devices” (page 32)

2.4.8 Filters for Multipathed Devices

The deprecation of the /dev/disk/by-name directory (as described in

Section 2.4.6, “/dev/disk/by-name Is Deprecated” (page 31)) affects how you set
up filters for multipathed devices in the configuration files. If you used the /dev/
disk/by-name device name path for the multipath device filters in the /etc/
lvm/1lvm. conf file, you need to modify the file to use the /dev/disk/by-id
path. Consider the following when setting up filters that use the by—1id path:

* The /dev/disk/by-id/scsi—* device names are persistent and created for
exactly this purpose.
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* Do not use the /dev/disk/by-id/dm—* name in the filters. These are
symbolic links to the Device-Mapper devices, and result in reporting duplicate
PVs in response to a pvscan command. The names appear to change from LVM-
pvuuid to dm—uuid and back to LVM-pvuuid.

For information about setting up filters, see Section 7.2.4, “Using LVM2 on
Multipath Devices” (page 90).

2.4.9 User-Friendly Names for
Multipathed Devices

A change in how multipathed device names are handled in the /dev/disk/by-id
directory (as described in Section 2.4.7, “Device Name Persistence in the /dev/disk/
by-id Directory” (page 31)) affects your setup for user-friendly names because

the two names for the device differ. You must modify the configuration files to scan
only the device mapper names after multipathing is configured.

For example, you need to modify the 1vm. conf file to scan using the multipathed

device names by specifying the /dev/disk/by-id/dm-uuid-.*-mpath-.*
path instead of /dev/disk/by-id.

2.4.10 Advanced I/0O Load-Balancing
Options for Multipath

The following advanced I/O load-balancing options are available for Device Mapper
Multipath, in addition to round-robin:

* Least-pending
* Length-load-balancing
» Service-time

For information, see “path_selector” (page 133) in Section 7.11.2.1,
“Understanding Priority Groups and Attributes” (page 126).
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2.4.11 Location Change for Multipath Tool
Callouts

The mpath_ * prio_callouts for the Device Mapper Multipath tool have been moved
to shared libraries in/1ib/libmultipath/1ib*. By using shared libraries,

the callouts are loaded into memory on daemon startup. This helps avoid a system
deadlock on an all-paths-down scenario where the programs need to be loaded from
the disk, which might not be available at this point.

2.4.12 Change from mpath to multipath
for the mkinitrd -f Option

The option for adding Device Mapper Multipath services to the initrd has
changed from —f mpathto-f multipath.

To make a new initrd, the command is now:

mkinitrd -f multipath

2.4.13 Change from Multibus to Failover
as the Default Setting for the MPIO Path
Grouping Policy

The default setting for the path_grouping_policy inthe /etc/
multipath.conffile has changed from multibusto failover.

For information about configuring the path_grouping_policy, see Section 7.11,
“Configuring Path Failover Policies and Priorities” (page 124).
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Planning a Storage Solution

Consider what your storage needs are and how you can effectively manage and
divide your storage space to best meet your needs. Use the information in this
section to help plan your storage deployment for file systems on your SUSE Linux
Enterprise Server 11 server.

» Section 3.1, “Partitioning Devices” (page 35)

* Section 3.2, “Multipath Support” (page 35)

* Section 3.3, “Software RAID Support” (page 36)
* Section 3.4, “File System Snapshots” (page 36)

* Section 3.5, “Backup and Antivirus Support” (page 36)

3.1 Partitioning Devices

For information about using the YaST Expert Partitioner, see “Using the YaST
Partitioner” in the SUSE Linux Enterprise Server 11 Installation and Administration
Guide.

3.2 Multipath Support

Linux supports using multiple I/O paths for fault-tolerant connections between the
server and its storage devices. Linux multipath support is disabled by default. If you
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use a multipath solution that is provided by your storage subsystem vendor, you do
not need to configure the Linux multipath separately.

3.3 Software RAID Support

Linux supports hardware and software RAID devices. If you use hardware RAID
devices, software RAID devices are unnecessary. You can use both hardware and
software RAID devices on the same server.

To maximize the performance benefits of software RAID devices, partitions used

for the RAID should come from different physical devices. For software RAID 1
devices, the mirrored partitions cannot share any disks in common.

3.4 File System Snapshots

Linux supports file system snapshots.

3.5 Backup and Antivirus Support

* Section 3.5.1, “Open Source Backup” (page 36)

* Section 3.5.2, “Commercial Backup and Antivirus Support” (page 37)

3.5.1 Open Source Backup

Open source tools for backing up data on Linux include tar, cpio, and rsync.
See the man pages for these tools for more information.

* PAX: POSIX File System Archiver. It supports cpio and tar, which are the two
most common forms of standard archive (backup) files. See the man page for more
information.

* Amanda: The Advanced Maryland Automatic Network Disk Archiver. See
www.amanda.org [http://www.amanda.org/].
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3.5.2 Commercial Backup and Antivirus
Support

Novell Open Enterprise Server (OES) 2 for Linux is a product that includes SUSE
Linux Enterprise Server (SLES) 10. Antivirus and backup software vendors who
support OES 2 also support SLES 10. You can visit the vendor Web sites to find out
about their scheduled support of SLES 11.

For a current list of possible backup and antivirus software vendors, see Novell
Open Enterprise Server Partner Support: Backup and Antivirus Support
[http://www.novell.com/products/openenterpriseserver/
partners_communities.html]. This list is updated quarterly.
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LVM Configuration

This section briefly describes the principles behind Logical Volume Manager (LVM)
and its basic features that make it useful under many circumstances. The YaST LVM
configuration can be reached from the YaST Expert Partitioner. This partitioning tool
enables you to edit and delete existing partitions and create new ones that should be
used with LVM.

WARNING

Using LVM might be associated with increased risk, such as data
loss. Risks also include application crashes, power failures, and faulty
commands. Save your data before implementing LVM or reconfiguring
volumes. Never work without a backup.

* Section 4.1, “Understanding the Logical Volume Manager” (page 40)
* Section 4.2, “Creating LVM Partitions” (page 42)

* Section 4.3, “Creating Volume Groups” (page 44)

* Section 4.4, “Configuring Physical Volumes” (page 46)

» Section 4.5, “Configuring Logical Volumes” (page 48)

* Section 4.6, “Automatically Activating Non-Root LVM Volume Groups”
(page 51)

» Section 4.7, “Tagging LVM2 Storage Objects” (page 52)
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» Section 4.8, “Resizing a Volume Group” (page 60)

» Section 4.9, “Resizing a Logical Volume with YaST” (page 62)

Section 4.10, “Resizing a Logical Volume with Commands” (page 63)
* Section 4.11, “Deleting a Volume Group” (page 65)

* Section 4.12, “Deleting an LVM Partition (Physical Volume)” (page 65)

4.1 Understanding the Logical
Volume Manager

LVM enables flexible distribution of hard disk space over several file systems. It was
developed because the need to change the segmentation of hard disk space might
arise only after the initial partitioning has already been done during installation.
Because it is difficult to modify partitions on a running system, LVM provides a
virtual pool (volume group or VG) of memory space from which logical volumes
(LVs) can be created as needed. The operating system accesses these LVs instead of
the physical partitions. Volume groups can span more than one disk, so that several
disks or parts of them can constitute one single VG. In this way, LVM provides a
kind of abstraction from the physical disk space that allows its segmentation to be
changed in a much easier and safer way than through physical repartitioning.

Figure 4.1, “Physical Partitioning versus LVM” (page 41) compares physical
partitioning (left) with LVM segmentation (right). On the left side, one single disk
has been divided into three physical partitions (PART), each with a mount point
(MP) assigned so that the operating system can access them. On the right side, two
disks have been divided into two and three physical partitions each. Two LVM
volume groups (VG 1 and VG 2) have been defined. VG 1 contains two partitions
from DISK 1 and one from DISK 2. VG 2 contains the remaining two partitions from
DISK 2.

Storage Administration Guide



Figure 4.1: Physical Partitioning versus LVM
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In LVM, the physical disk partitions that are incorporated in a volume group are
called physical volumes (PVs). Within the volume groups in Figure 4.1, “Physical
Partitioning versus LVM” (page 41), four logical volumes (LLV 1 through LV 4)

have been defined, which can be used by the operating system via the associated
mount points. The border between different logical volumes need not be aligned with
any partition border. See the border between LV 1 and LV 2 in this example.

LVM features:
 Several hard disks or partitions can be combined in a large logical volume.

* Provided the configuration is suitable, an LV (such as /usr) can be enlarged
when the free space is exhausted.

* Using LVM, it is possible to add hard disks or LVs in a running system. However,
this requires hot-swappable hardware that is capable of such actions.

* Itis possible to activate a striping mode that distributes the data stream of a
logical volume over several physical volumes. If these physical volumes reside
on different disks, this can improve the reading and writing performance just like
RAID 0.
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* The snapshot feature enables consistent backups (especially for servers) in the
running system.

With these features, using LVM already makes sense for heavily used home PCs or
small servers. If you have a growing data stock, as in the case of databases, music
archives, or user directories, LVM is especially useful. It allows file systems that
are larger than the physical hard disk. Another advantage of LVM is that up to 256
LVs can be added. However, keep in mind that working with LVM is different from
working with conventional partitions.

Starting from kernel version 2.6, LVM version 2 is available, which is downward-
compatible with the previous LVM and enables the continued management of old
volume groups. When creating new volume groups, decide whether to use the new
format or the downward-compatible version. LVM 2 does not require any kernel
patches. It makes use of the device mapper integrated in kernel 2.6. This kernel only
supports LVM version 2. Therefore, when talking about LVM, this section always
refers to LVM version 2.

You can manage new or existing LVM storage objects by using the YaST Partitioner.
Instructions and further information about configuring LVM is available in the
official LVM HOWTO [http://tldp.org/HOWTO/LVM-HOWTO/].

IMPORTANT

If you add multipath support after you have configured LVM, you must
modify the /etc/1vm/1vm. conf file to scan only the multipath device
names in the /dev/disk/by-id directory as described in Section 7.2.4,
“Using LVM2 on Multipath Devices” (page 90), then reboot the server.

4.2 Creating LVM Partitions

For each disk, partition the free space that you want to use for LVM as 0x8E
Linux LVM. You can create one or multiple LVM partitions on a single device. It is
not necessary for all of the partitions on a device to be LVM partitions.

You can use the Volume Group function to group one or more LVM partitions into
a logical pool of space called a volume group, then carve out one or more logical
volumes from the space in the volume group.
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In the YaST Partitioner, only the free space on the disk is made available to you as
you are creating LVM partitions. If you want to use the entire disk for a single LVM
partition and other partitions already exists on the disk, you must first remove all

of the existing partitions to free the space before you can use that space in an LVM
partition.

WARNING

Deleting a partition destroys all of the data in the partition.

1 Launch YaST as the root user.
2 In YaST, open the Partitioner.

3 (Optional) Remove one or more existing partitions to free that space and make
it available for the LVM partition you want to create.

For information, see Section 4.12, “Deleting an LVM Partition (Physical
Volume)” (page 65).

4 On the Partitions page, click Add.

5 Under New Partition Type, select Primary Partition or Extended Partition, then
click Next.

6 Specify the New Partition Size, then click Next.

New Partition Size ¢ Maximum Size: Use all of the

D Maximum Size (305.92 MB) free available space on the disk.

2 L S + Custom Size: Specify a size

Size (e.g. 5.0 MB or 9.0 GB) up the amount of free available
[250| MB space on the disk.

J Custom Region + Custom Region: Specify the

Start Cylinder start and end cylinder of the
0 free available space on the disk.

End Cylinder
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7 Configure the partition format:

Formatting Options 1. Under Formatting Options,
i select Do not format.
File system 2. From the File System ID drop-
down list, select Ox8E Linux
LVM as the partition identifier.
) 3. Under Mounting Options,
@ Do not format partition select Do not mount partition.
File system |D:

0x8E Linux WM hd

[l Encrypt device

8 Click Finish.

The partitions are not actually created until you click Next and Finish to exit the
partitioner.

9 Repeat Step 4 (page 43) through Step 8 (page 44) for each Linux LVM
partition you want to add.

10 Click Next, verify that the new Linux LVM partitions are listed, then click
Finish to exit the partitioner.

11 (Optional) Continue with the Volume Group configuration as described in
Section 4.3, “Creating Volume Groups” (page 44).

4.3 Creating Volume Groups

An LVM volume group organizes the Linux LVM partitions into a logical pool of
space. You can carve out logical volumes from the available space in the group. The
Linux LVM partitions in a group can be on the same or different disks. You can add
LVM partitions from the same or different disks to expand the size of the group.
Assign all partitions reserved for LVM to a volume group. Otherwise, the space on
the partition remains unused.
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1 Launch YaST as the root user.
2 In YaST, open the Partitioner.
3 In the left panel, click Volume Management.
A list of existing Volume Groups are listed in the right panel.

4 At the lower left of the Volume Management page, click Add Volume Group.

[ YasT2 = B 3
(=% Add Volume Group
Wolume Group Name
Physical Extent Size
3
Awvailable Physical Volumes: Selected Physical Volumes:
Device  Size Enc Type Device Size Enc Type
/dev/sdb1 509.84 MBE Linux Lvia
fdevisdcl 109.82 MB Linux LW
[ g |
| Adoal—
| «— Remove ‘
| «— Remove All ‘
Total size: 619.66 MB Resulting size: 0.00 B
[ Hep | abot | | ack |[  Finish

5 Specify the Volume Group Name.

If you are creating a volume group at install time, the name system is suggested

for a volume group that will contain the SUSE Linux Enterprise Server system
files.

6 Specify the Physical Extent Size.
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The Physical Extent Size defines the size of a physical block in the volume group.
All the disk space in a volume group is handled in chunks of this size. Values can
be from 1 KB to 16 GB in powers of 2. This value is normally set to 4 MB.

In LVM1, a 4 MB physical extent allowed a maximum LV size of 256 GB
because it supports only up to 65534 extents per LV. VM2 does not restrict the
number of physical extents. Having a large number of extents has no impact on I/
O performance to the logical volume, but it slows down the LVM tools.

IMPORTANT

Different physical extent sizes should not be mixed in a single VG. The
extent should not be modified after the initial setup.

7 In the Available Physical Volumes list, select the Linux LVM partitions that
you want to make part of this volume group, then click Add to move them to the
Selected Physical Volumes list.

8 Click Finish.

The new group appears in the Volume Groups list.

9 On the Volume Management page, click Next, verify that the new volume group is
listed, then click Finish.

4.4 Configuring Physical Volumes

When the Linux LVM partitions are assigned to a volume group, the partitions are
then referred to as a physical volumes.
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Figure 4.2: Physical Volumes in the Volume Group Named Home

— YasT2
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System View 2 volume Group: /devihome
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¥ [==) pemberly Overview Logical Volumes Physical Volumes

3 E Hard Disks
!1 RAID Device  Size F Enc Type Used By

fdevisdhl 509.84 MB Linux LV VM /dev/home
fdev/sdel 108.82 MB Linux LvM LM /dew/home
fdev/sdc2 196.08 MB Linux LvM LM /dew/home

- lg “olume Management
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E‘n Device Mapper

B wrs
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[ hep | Abot | [ et

To add more physical volumes to an existing volume group:

1 Launch YaST as the root user.
2 In YaST, open the Partitioner.
3 In the left panel, select Volume Management and expand the list of groups.

4 Under Volume Management, select the volume group, then click the Overview
tab.

5 At the bottom of the page, click Resize.
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[=® Resize Volume Group /dev/home

Awailable Physical Volumes: Selected Physical Volumes:
Device  Size Enc Type Device Size Enc Type
/dev/sdc2 196.08 MB Linux LV Jdev/sdb1 502.84 MB Linux v
Jdev/sdcl 109.82 MB Linux v
| Adi—
| Adgal—
| «— Remove ‘
| «— Remove All ‘
Total size: 196.08 MB Resulting size: 619.66 MB
[ Hep | | mvot || Back [ Fnsn |

6 Select a physical volume (LVM partitions) from the Available Physical Volumes
list then click Add to move it to the Selected Physical Volumes list.

7 Click Finish.

8 Click Next, verify that the changes are listed, then click Finish.

4.5 Configuring Logical Volumes

After a volume group has been filled with physical volumes, use the Logical
Volumes dialog box (see Figure 4.3, “Logical Volume Management” (page 49))

to define and manage the logical volumes that the operating system should use.
This dialog lists all of the logical volumes in that volume group. You can use Add,
Edit, and Remove options to manage the logical volumes. Assign at least one logical
volume to each volume group. You can create new logical volumes as needed until
all free space in the volume group has been exhausted.
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Figure 4.3: Logical Volume Management
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It is possible to distribute the data stream in the logical volume among several
physical volumes (striping). If these physical volumes reside on different hard disks,

this generally results in a better reading and writing performance (like RAID

0).

However, a striping LV with n stripes can only be created correctly if the hard
disk space required by the LV can be distributed evenly to n physical volumes. For
example, if only two physical volumes are available, a logical volume with three

stripes is impossible.

1 Launch YaST as the root user.

2 In YaST, open the Partitioner.

3 In the left panel, select Volume Management and expand it to see the list of

volume groups.

4 Under Volume Management, select the volume group, then click the Logical

Volumes tab.
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5 In the lower left, click Add to open the Add Logical Volume dialog box.

6 Specify the Name for the logical volume, then click Next.

Name

Logical Volume

[users1 ]

7 Specify the size of the volume and whether to use multiple stripes.

Size
O Maximum Size (808.00 MB)
@ Manual Size
Size

200.00 MB

Stripes
Mumber SiZe

1|2

1. Specify the size of the logical

volume, up to the maximum
size available.

The amount of free space in
the current volume group is
shown next to the Maximum
Size option.

2. Specify the number of stripes.

WARNING

YaST has no chance at
this point to verify the
correctness of your entries
concerning striping. Any
mistake made here is
apparent only later when
the LVM is implemented
on disk.

8 Specify the formatting options for the logical volume:
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Formatting Options
@ Format partition

File system

L]

Ext3

Opfions. ..

' Do not format partition

[l Encrypt device

Mounting Options
@ Mount partition
Mount Point

/home hd

Fstab Options...

~ Do not mount partition

1. Under Formatting Options,

select Format partition, then
select the format type from the
File system drop-down list,
such as Ext3.

. Under Mounting Options,

select Mount partition, then
select the mount point.

The files stored on this logical
volume can be found at this
mount point on the installed
system.

. Click F'stab Options to add

special mounting options for
the volume.

9 Click Finish.

10 Click Next, verify that the changes are listed, then click Finish.

4.6 Automatically Activating Non-
Root LVM Volume Groups

Activation behavior for non-root LVM volume groups is controlled by parameter

settings in the /etc/sysconfig/lvm file.

By default, non-root LVM volume groups are automatically activated on
system restart by /etc/rc.d/boot . lvm, according to the setting for the
LVM_VGS_ACTIVATED_ON_BOOT parameter in the /etc/sysconfig/lvm
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file. This parameter allows you to activate all volume groups on system restart, or to
activate only specified non-root LVM volume groups.

To activate all non-root LVM volume groups on system restart, ensure that the value
for the LVM_VGS_ACTIVATED_ON_BOOT parameter in the /etc/sysconfig/
lvm file is empty (" "). This is the default setting. For almost all standard LVM
installations, it can safely stay empty.

LVM_VGS_ACTIVATED_ON_BOOT=""

To activate only a specified non-root LVM volume group on system restart, specify
the volume group name as the value for the LVM_VGS_ACTIVATED_ON_BOOT
parameter:

LVM_VGS_ACTIVATED_ON_BOOT="vgl"

By default, newly discovered LVM volume groups are not automatically activated.
The LVM_ACTIVATED_ON_DISCOVERED parameter is disabled in the /et c/
sysconfig/lvm file:

LVM_ACTIVATED_ON_DISCOVERED="disable"

You can enable the LVM_ACTIVATED_ON_DISCOVERED parameter to allow
newly discovered LVM volume groups to be activated via udev rules:

LVM_ACTIVATED_ON_DISCOVERED="enable"

4.7 Tagging LVM2 Storage Objects

A tag is an unordered keyword or term assigned to the metadata of a storage object.
Tagging allows you to classify collections of LVM storage objects in ways that you
find useful by attaching an unordered list of tags to their metadata.

* Section 4.7.1, “Using LVM?2 Tags” (page 53)
* Section 4.7.2, “Requirements for Creating LVM2 Tags” (page 53)
* Section 4.7.3, “Command Line Tag Syntax” (page 54)

» Section 4.7.4, “Configuration File Syntax” (page 55)
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* Section 4.7.5, “Using Tags for a Simple Activation Control in a Cluster”
(page 57)

* Section 4.7.6, “Using Tags to Activate On Preferred Hosts in a Cluster”
(page 57)

4.7.1 Using LVM2 Tags

After you tag the LVM2 storage objects, you can use the tags in commands to
accomplish the following tasks:

* Select LVM objects for processing according to the presence or absence of specific
tags.

» Use tags in the configuration file to control which volume groups and logical
volumes are activated on a server.

* Opverride settings in a global configuration file by specifying tags in the command.
A tag can be used in place of any command line LVM object reference that accepts:
* alist of objects

* asingle object as long as the tag expands to a single object

Replacing the object name with a tag is not supported everywhere yet. After the
arguments are expanded, duplicate arguments in a list are resolved by removing the
duplicate arguments, and retaining the first instance of each argument.

Wherever there might be ambiguity of argument type, you must prefix a tag with the
commercial at sign (@) character, such as @mytag. Elsewhere, using the “@” prefix
is optional.

4.7.2 Requirements for Creating LVM2
Tags

Consider the following requirements when using tags with LVM:

» Section 4.7.2.1, “Supported Characters” (page 54)
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* Section 4.7.2.2, “Supported Storage Objects” (page 54)

4.7.2.1 Supported Characters

An LVM tag word can contain the ASCII uppercase characters A to Z, lowercase
characters a to z, numbers 0 to 9, underscore (_), plus (+), hyphen (-), and period (.).
The word cannot begin with a hyphen. The maximum length is 128 characters.

4.7.2.2 Supported Storage Objects

You can tag LVM2 physical volumes, volume groups, logical volumes, and logical
volume segments. PV tags are stored in its volume group’s metadata. Deleting a
volume group also deletes the tags in the orphaned physical volume. Snapshots
cannot be tagged, but their origin can be tagged.

LVMI1 objects cannot be tagged because the disk format does not support it.

4.7.3 Command Line Tag Syntax

--addtag <tag_info>
Add a tag to (or tag) an LVM2 storage object.

Example

vgchange --addtag @dbl vgl

--deltag <tag_info>
Remove a tag from (or untag) an LVM2 storage object.

Example
vgchange --deltag @dbl vgl
--tag <tag_info>
Specify the tag to use to narrow the list of volume groups or logical volumes to

be activated or deactivated.

Example
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Enter the following to activate it the volume if it has a tag that matches the tag
provided:

lvchange -ay --tag @dbl vgl/vol2

4.7.4 Configuration File Syntax

* Section 4.7.4.1, “Enabling Hostname Tags in the lvm.conf File” (page 55)

» Section 4.7.4.2, “Defining Tags for Hostnames in the lvm.conf File”
(page 55)

* Section 4.7.4.3, “Defining Activation” (page 56)

* Section 4.7.4.4, “Defining Activation in Multiple Hostname Configuration Files”
(page 560)

4.7.4.1 Enabling Hosthame Tags in the lvm.conf
File

Add the following code to the /etc/1lvm/1lvm. conf file to enable host tags that
are defined separately on hostina /etc/lvm/lvm_<hostname>.conf file.

tags {
# Enable hostname tags
hosttags = 1

}

You place the activation code in the /etc/1lvm/lvm_<hostname>.conf file on
the host. See Section 4.7.4.3, “Defining Activation” (page 56).

4.7.4.2 Defining Tags for Hostnames in the
Ivm.conf File

tags {

tagl { }
# Tag does not require a match to be set.
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tag2 {
# If no exact match, tag is not set.
host_list = [ "hostnamel", "hostname2" ]

4.7.4.3 Defining Activation

You can modify the /etc/1lvm/1lvm. conf file to activate LVM logical volumes
based on tags.

In a text editor, add the following code to the file:

activation {
volume_list = [ "vgl/lvol0", "@database" ]
}

Replace @database with the your tag. Use "@* " to match the tag against any tag
set on the host.

The activation command matches against vgname, vgname/lvname, or @ tag
set in the metadata of volume groups and logical volumes. A volume group or logical
volume is activated only if a metadata tag matches. The default if there is no match is
not to activate.

If volume_11ist is not present and any tags are defined on the host, then it
activates the volume group or logical volumes only if a host tag matches a metadata
tag.

If volume_11ist is not present and no tags are defined on the host, then it does
activate.

4.7.4.4 Defining Activation in Multiple Hosthame
Configuration Files

You can use the activation code in a host’s configuration file (/etc/1lvm/
lvm_<host_tag>.conf) when host tags are enabled in the 1vm. conf file. For
example, a server has two configuration files in the /et c/1vm/ folder:

lvm.conf
lvm_<host_tag>.conf
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At startup, load the /etc/1vm/1lvm. conf file, and process any tag settings

in the file. If any host tags were defined, it loads the related /etc/1vm/
lvm_<host_tag>.conf file.When it searches for a specific configuration file
entry, it searches the host tag file first, then the 1vm. conffile, and stops at the first
match.Within the 1vm_<host_tag>. conf file, use the reverse order that tags
were set. This allows the file for the last tag set to be searched first. New tags set in
the host tag file will trigger additional configuration file loads.

4.7.5 Using Tags for a Simple Activation
Control in a Cluster

You can set up a simple hostname activation control by enabling the
hostname_tags option in a the /etc/1lvm/lvm. conf file. Use the same file
on every machine in a cluster so that it is a global setting.

1 In atext editor, add the following code to the /etc/1vm/lvm. conf file:

tags {
hostname_tags = 1

}

2 Replicate the file to all hosts in the cluster.

3 From any machine in the cluster, add db1 to the list of machines that activate
vgl/1lvol2:

lvchange --addtag @dbl vgl/lvol2

4 On the db1 server, enter the following to activate it:

lvchange -ay vgl/vol2

4.7.6 Using Tags to Activate On Preferred
Hosts in a Cluster

The examples in this section demonstrate two methods to accomplish the following:

* Activate volume group vgl only on the database hosts dbl and db2.
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* Activate volume group vg2 only on the file server host £s1.

* Activate nothing initially on the file server backup host fsb1, but be prepared for
it to take over from the file server host £s1.

* Section 4.7.6.1, “Option 1: Centralized Admin and Static Configuration Replicated
Between Hosts”  (page 58)

* Section 4.7.6.2, “Option 2: Localized Admin and Configuration” (page 59)

4.7.6.1 Option 1: Centralized Admin and Static
Configuration Replicated Between Hosts

In the following solution, the single configuration file is replicated among multiple
hosts.

1 Add the @database tag to the metadata of volume group vgl. In a terminal
console, enter

vgchange —--addtag @database vgl

2 Addthe @fileserver tag to the metadata of volume group vg2. In a terminal
console, enter

vgchange —--addtag @fileserver vg2

3 In a text editor, modify the/etc/1lvm/1lvm. conf file with the following code
to define the @database, @fileserver, @fileserverbackup tags.

tags {
database {
host_list = [ "dbl", "db2" ]
}
fileserver {
host_list = [ "fsl1" ]
}
fileserverbackup {
host_list = [ "fsbl" ]
}
}

activation {
# Activate only if host has a tag that matches a metadata tag
volume_list = [ "@*" ]
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}

4 Replicate the modified/etc/1vm/1vm. conf file to the four hosts: db1, db2,
fsl,and £sbl.

5 If the file server host goes down, vg2 can be brought up on £sbl by entering the
following commands in a terminal console on any node:

vgchange --addtag @fileserverbackup vg2
vgchange —-ay vg2

4.7.6.2 Option 2: Localized Admin and
Configuration

In the following solution, each host holds locally the information about which classes
of volume to activate.

1 Add the @database tag to the metadata of volume group vgl. In a terminal
console, enter

vgchange --addtag @database vgl

2 Addthe @fileserver tag to the metadata of volume group vg2. In a terminal
console, enter

vgchange --addtag @fileserver vg2
3 Enable host tags in the /etc/1lvm/1lvm. conf file:

3a In a text editor, modify the /etc/1lvm/1lvm. conf file with the
following code to enable host tag configuration files.

tags {
hosttags =1
}

3b Replicate the modified /etc/1lvm/1lvm. conf file to the four hosts:
dbl, db2, fs1,and fsbl.

4 On host db1, create an activation configuration file for the database host db1. In
a text editor, create a /etc/lvm/lvm_dbl.conf file and add the following
code:
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activation {
volume_list = [ "@database" ]

}

5 On host db2, create an activation configuration file for the database host db2. In
a text editor, create a /etc/lvm/lvm_db2.conf file and add the following
code:

activation {
volume_list = [ "Q@database" ]

}

6 On host fs1, create an activation configuration file for the file server host £s1.In
a text editor, create a /etc/lvm/lvm_fsl.conf file and add the following
code:

activation {
volume_list = [ "@fileserver" ]

}

7 If the file server host £s1 goes down, to bring up a spare file server host fsb1 as a
file server:

7a On host £sb1, create an activation configuration file for the host £sb1.
In a text editor, create a /etc/lvm/lvm_fsbl.conf file and add the
following code:

activation {
volume_list = [ "@fileserver"

}

7b In a terminal console, enter one of the following commands:

vgchange -—ay vg2

vgchange -ay @fileserver

4.8 Resizing a Volume Group

You can add and remove Linux LVM partitions from a volume group to expand or
reduce its size.
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WARNING

Removing a partition can result in data loss if the partition is in use by a
logical volume.

1 Launch YaST as the root user.
2 In YaST, open the Partitioner.

3 In the left panel, select Volume Management and expand it to see the list of
volume groups.

4 Under Volume Management, select the volume group, then click the Overview
tab.

5 At the bottom of the page, click Resize.

[-= YaST2 = B 3
(2 Resize Volume Group /dev/home
Availahle Physical Volumes: Selected Physical Volumes:
Device  Size Enc Type Device  Size Enc Type
/dev/sdc2 196,08 MB__ Linux LVIM /devisdbl S03.84 MB  Linux LVM
/dewisdcl 109.82 ME  Linux LvM
| Adi—
[ Adgan— |
| —Remove |
[ — Remove Al |
Total size: 196.08 ME Resulting size: 619.56 MB
[ hep | apot | [ gack |[  Fnish

6 Do one of the following:

LVM Configuration 61



* Add: Expand the size of the volume group by moving one or more physical
volumes (LVM partitions) from the Available Physical Volumes list to the
Selected Physical Volumes list.

* Remove: Reduce the size of the volume group by moving Lone or more
physical volumes (LVM partitions) from the Selected Physical Volumes list to
the Available Physical Volumes list.

7 Click Finish.

8 Click Next, verify that the changes are listed, then click Finish.

4.9 Resizing a Logical Volume with
YaST

1 Launch YaST as the root user.
2 In YaST, open the Partitioner.

3 In the left panel, select Volume Management and expand it to see the list of
volume groups.

4 Under Volume Management, select the volume group, then click the Logical
Volumes tab.

5 At the bottom of the page, click Resize to open the Resize Logical Volume dialog
box.
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Resize Logical Volume /devihome/users1

pace on Logical Velume

LV Used: 2000 ME LV Free: 40000 MB VG Free: 382.00 MB

L VG
Free Free

MNew Logical Volume Size (in MB)

-

I N; ] 420

e

LV Size Restrictions

Minimum LV Size 20.00 MB  Maximum L Size 808.00 MB

6 Use the slider to expand or reduce the size of the logical volume.

WARNING

Reducing the size of a logical volume that contains data can cause data
corruption.

7 Click OK.

8 Click Next, verify that the change is listed, then click Finish.

4.10 Resizing a Logical Volume with
Commands

The lvresize, lvextend, and 1vreduce commands are used to resize logical
volumes. See the man pages for each of these commands for syntax and options
information.

You can also increase the size of a logical volume by using the YaST Partitioner.
YaST uses parted (8) to grow the partition.
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To extend an LV there must be enough unallocated space available on the VG.

LVs can be extended or shrunk while they are being used, but this may not be true
for a file system on them. Extending or shrinking the LV does not automatically
modify the size of file systems in the volume. You must use a different command
to grow the file system afterwards. For information about resizing file systems, see
Chapter 5, Resizing File Systems (page 67).

Ensure that you use the right sequence:

* If you extend an LV, you must extend the LV before you attempt to grow the file
system.

* If you shrink an LV, you must shrink the file system before you attempt to shrink
the LV.

To extend the size of a logical volume:

1 Open a terminal console, log in as the root user.

2 If the logical volume contains file systems that are hosted for a virtual machine
(such as a Xen VM), shut down the VM.

3 Dismount the file systems on the logical volume.

4 At the terminal console prompt, enter the following command to grow the size of
the logical volume:

lvextend -L +size /dev/vgname/lvname

For size, specify the amount of space you want to add to the logical volume,
such as 10GB. Replace /dev/vgname/1vname with the Linux path to the
logical volume, such as /dev/vgl/v1. For example:

lvextend -L +10GB /dev/vgl/vl

For example, to extend an LV with a (mounted and active) ReiserFS on it by 10GB:

lvextend -L +10G /dev/vgname/lvname
resize_reiserfs -s +10GB -f /dev/vg-name/lv-name

For example, to shrink an LV with a ReiserFS on it by 5GB:
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umount /mountpoint-of-LV

resize_reiserfs -s —-5GB /dev/vgname/lvname
lvreduce /dev/vgname/lvname

mount /dev/vgname/lvname /mountpoint-of-LV

4.11 Deleting a Volume Group

WARNING

Deleting a volume group destroys all of the data in each of its member
partitions.

1 Launch YaST as the root user.
2 In YaST, open the Partitioner.
3 In the left panel, select Volume Management and expand the list of groups.

4 Under Volume Management, select the volume group, then click the Overview
tab.

5 At the bottom of the page, click Delete, then click Yes to confirm the deletion.

6 Click Next, verify that the deleted volume group is listed (deletion is indicated by
a red colored font), then click Finish.

4.12 Deleting an LVM Partition
(Physical Volume)

WARNING

Deleting a partition destroys all of the data in the partition.

1 Launch YaST as the root user.

2 In YaST, open the Partitioner.
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3 If the Linux LVM partition is in use as a member of a volume group, remove the
partition from the volume group, or delete the volume group.

4 1In the YaST Partitioner under Hard Disks, select the device (such as sdc).

5 On the Partitions page, select a partition that you want to remove, click Delete,
then click Yes to confirm the deletion.

6 Click Next, verify that the deleted partition is listed (deletion is indicated by a red
colored font), then click Finish.
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Resizing File Systems

When your data needs grow for a volume, you might need to increase the amount of
space allocated to its file system.

* Section 5.1, “Guidelines for Resizing” (page 67)

» Section 5.2, “Increasing the Size of an Ext2, Ext3, or Ext4 File System”
(page 69)

* Section 5.3, “Increasing the Size of a Reiser File System” (page 70)
* Section 5.4, “Decreasing the Size of an Ext2 or Ext3 File System” (page 71)

» Section 5.5, “Decreasing the Size of a Reiser File System” (page 72)

5.1 Guidelines for Resizing

Resizing any partition or file system involves some risks that can potentially result in
losing data.

WARNING

To avoid data loss, ensure that you back up your data before you begin
any resizing task.

Consider the following guidelines when planning to resize a file system.

» Section 5.1.1, “File Systems that Support Resizing” (page 68)
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* Section 5.1.2, “Increasing the Size of a File System”

* Section 5.1.3, “Decreasing the Size of a File System”

(page 68)
(page 69)

5.1.1 File Systems that Support Resizing

The file system must support resizing in order to take advantage of increases in
available space for the volume. In SUSE Linux Enterprise Server 11, file system
resizing utilities are available for file systems Ext2, Ext3, Ext4, and ReiserFS. The

utilities support increasing and decreasing the size as follows:

Table 5.1: File System Support for Resizing

File System Utility Increase Size Decrease Size
(Grow) (Shrink)

Ext2 resize2fs Offline only Offline only

Ext3 resize2fs Online or Offline only
offline

Ext4 resize2fs Offline only Offline only

ReiserFS resize_reiserfs Online or Offline only
offline

5.1.2 Increasing the Size of a File System

You can grow a file system to the maximum space available on the device, or specify
an exact size. Ensure that you grow the size of the device or logical volume before
you attempt to increase the size of the file system.

When specifying an exact size for the file system, ensure that the new size satisfies
the following conditions:

» The new size must be greater than the size of the existing data; otherwise, data loss
occurs.

» The new size must be equal to or less than the current device size because the file
system size cannot extend beyond the space available.
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5.1.3 Decreasing the Size of a File System

When decreasing the size of the file system on a device, ensure that the new size
satisfies the following conditions:

* The new size must be greater than the size of the existing data; otherwise, data loss
occurs.

* The new size must be equal to or less than the current device size because the file
system size cannot extend beyond the space available.

If you plan to also decrease the size of the logical volume that holds the file system,
ensure that you decrease the size of the file system before you attempt to decrease the
size of the device or logical volume.

5.2 Increasing the Size of an Ext2,
Ext3, or Ext4 File System

The size of Ext2, Ext3, and Ext4 file systems can be increased by using the
resize2fs command when the file system is mounted. The size of an Ext3 file
system can also be increased by using the resize2fs command when the file
system is unmounted.

1 Open a terminal console, then log in as the root user or equivalent.

2 If the file system is Ext2 or Ext4, you must unmount the file system. The Ext3 file
system can be mounted or unmounted.

3 Increase the size of the file system using one of the following methods:

* To extend the file system size to the maximum available size of the device
called /dev/sdal, enter

resize2fs /dev/sdal
If a size parameter is not specified, the size defaults to the size of the partition.

* To extend the file system to a specific size, enter
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resize2fs /dev/sdal size

The size parameter specifies the requested new size of the file system. If no
units are specified, the unit of the size parameter is the block size of the file
system. Optionally, the size parameter can be suffixed by one of the following
the unit designators: s for 512 byte sectors; K for kilobytes (1 kilobyte is 1024
bytes); M for megabytes; or G for gigabytes.

Wait until the resizing is completed before continuing.
4 If the file system is not mounted, mount it now.

For example, to mount an Ext2 file system for a device named /dev/sdal at
mount point /home, enter

mount -t ext2 /dev/sdal /home
5 Check the effect of the resize on the mounted file system by entering
df -h

The Disk Free (df) command shows the total size of the disk, the number of
blocks used, and the number of blocks available on the file system. The -h option
print sizes in human-readable format, such as 1K, 234M, or 2G.

5.3 Increasing the Size of a Reiser
File System

A ReiserFS file system can be increased in size while mounted or unmounted.

1 Open a terminal console, then log in as the root user or equivalent.

2 Increase the size of the file system on the device called /dev/sda2, using one of
the following methods:

* To extend the file system size to the maximum available size of the device,
enter
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resize_reiserfs /dev/sda2

When no size is specified, this increases the volume to the full size of the
partition.

* To extend the file system to a specific size, enter

resize_reiserfs -s size /dev/sda2

Replace size with the desired size in bytes. You can also specify units on
the value, such as 50000K (kilobytes), 250M (megabytes), or 2G (gigabytes).
Alternatively, you can specify an increase to the current size by prefixing the
value with a plus (+) sign. For example, the following command increases the
size of the file system on /dev/sda2 by 500 MB:

resize_reiserfs -s +500M /dev/sda2
Wait until the resizing is completed before continuing.
3 If the file system is not mounted, mount it now.

For example, to mount an ReiserFS file system for device /dev/sda2 at mount
point /home, enter

mount -t reiserfs /dev/sda2 /home

4 Check the effect of the resize on the mounted file system by entering
df -h
The Disk Free (df) command shows the total size of the disk, the number of

blocks used, and the number of blocks available on the file system. The -h option
print sizes in human-readable format, such as 1K, 234M, or 2G.

5.4 Decreasing the Size of an Ext2
or Ext3 File System

You can shrink the size of the Ext2, Ext3, or Ext4 file systems when the volume is
unmounted.
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1 Open a terminal console, then log in as the root user or equivalent.
2 Unmount the file system.

3 Decrease the size of the file system on the device such as /dev/sdal by

entering
resize2fs /dev/sdal <size>

Replace size with an integer value in kilobytes for the desired size. (A kilobyte
is 1024 bytes.)

Wait until the resizing is completed before continuing.

Mount the file system. For example, to mount an Ext2 file system for a device
named /dev/sdal at mount point /home, enter

mount -t ext2 /dev/md0 /home

Check the effect of the resize on the mounted file system by entering

df -h

The Disk Free (df) command shows the total size of the disk, the number of

blocks used, and the number of blocks available on the file system. The -h option
print sizes in human-readable format, such as 1K, 234M, or 2G.

5.5 Decreasing the Size of a Reiser
File System

Reiser file systems can be reduced in size only if the volume is unmounted.

1 Open a terminal console, then log in as the root user or equivalent.

2 Unmount the device by entering

umount /mnt/point
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If the partition you are attempting to decrease in size contains system files (such
as the root (/) volume), unmounting is possible only when booting from a
bootable CD or floppy.

Decrease the size of the file system on a device called /dev/sdal by entering

resize_reiserfs -s size /dev/sda?2

Replace size with the desired size in bytes. You can also specify units on

the value, such as 5S0000K (kilobytes), 250M (megabytes), or 2G (gigabytes).
Alternatively, you can specify a decrease to the current size by prefixing the value
with a minus (-) sign. For example, the following command reduces the size of the
file system on /dev/md0 by 500 MB:

resize_reiserfs -s —-500M /dev/sda2
Wait until the resizing is completed before continuing.

Mount the file system by entering

mount -t reiserfs /dev/sda2 /mnt/point

Check the effect of the resize on the mounted file system by entering

df -h

The Disk Free (df) command shows the total size of the disk, the number of

blocks used, and the number of blocks available on the file system. The -h option
print sizes in human-readable format, such as 1K, 234M, or 2G.
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Using UUIDs to Mount
Devices

This section describes the optional use of UUIDs instead of device names to identify
file system devices in the boot loader file and the /etc/fstab file.

* Section 6.1, “Naming Devices with udev” (page 75)
* Section 6.2, “Understanding UUIDs” (page 76)

* Section 6.3, “Using UUIDs in the Boot Loader and /etc/fstab File (x86)”
(page 77)

* Section 6.4, “Using UUIDs in the Boot Loader and /etc/fstab File (IA64)”
(page 79)

* Section 6.5, “Additional Information” (page 81)

6.1 Naming Devices with udev

In the Linux 2.6 and later kernel, udev provides a userspace solution for the
dynamic /dev directory, with persistent device naming. As part of the hotplug
system, udev is executed if a device is added to or removed from the system.

A list of rules is used to match against specific device attributes. The udev rules

infrastructure (defined in the /etc/udev/rules.d directory) provides stable
names for all disk devices, regardless of their order of recognition or the connection
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used for the device. The udev tools examine every appropriate block device that
the kernel creates to apply naming rules based on certain buses, drive types, or file
systems. For information about how to define your own rules for udev, see Writing
udev Rules [http://reactivated.net/writing_udev_rules.html].

Along with the dynamic kernel-provided device node name, udev maintains classes
of persistent symbolic links pointing to the device in the /dev/disk directory,
which is further categorized by the by—id, by—-1label, by-path, and by-uuid
subdirectories.

NOTE

Other programs besides udev, such as LVM or md, might also generate
UUIDs, but they are not listed in /dev/disk.

6.2 Understanding UUIDs

A UUID (Universally Unique Identifier) is a 128-bit number for a file system that is
unique on both the local system and across other systems. It is a randomly generated
with system hardware information and time stamps as part of its seed. UUIDs are
commonly used to uniquely tag devices.

* Section 6.2.1, “Using UUIDs to Assemble or Activate File System Devices”
(page 76)

* Section 6.2.2, “Finding the UUID for a File System Device” (page 77)

6.2.1 Using UUIDs to Assemble or
Activate File System Devices

The UUID is always unique to the partition and does not depend on the order in
which it appears or where it is mounted. With certain SAN devices attached to

the server, the system partitions are renamed and moved to be the last device. For
example, if root (/) is assigned to /dev/sdal during the install, it might be
assigned to /dev/sdgl after the SAN is connected. One way to avoid this problem
is to use the UUID in the boot loader and /et c/fstab files for the boot device.
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The device ID assigned by the manufacturer for a drive never changes, no matter
where the device is mounted, so it can always be found at boot. The UUID is a
property of the file system and can change if you reformat the drive. In a boot loader
file, you typically specify the location of the device (such as /dev/sdal) to mount
it at system boot. The boot loader can also mount devices by their UUIDs and
administrator-specified volume labels. However, if you use a label and file location,
you cannot change the label name when the partition is mounted.

You can use the UUID as criterion for assembling and activating software RAID

devices. When a RAID is created, the md driver generates a UUID for the device,
and stores the value in the md superblock.

6.2.2 Finding the UUID for a File System
Device

You can find the UUID for any block device in the /dev/disk/by-uuid
directory. For example, a UUID looks like this:

e014e482-1c2d-4d09-84ec-61b3aefde77a

6.3 Using UUIDs in the Boot Loader
and /etc/fstab File (x86)

After the install, you can optionally use the following procedure to configure the
UUID for the system device in the boot loader and /etc/fstab files for your x86
system.

Before you begin, make a copy of /boot/grub/menu. lst file and the /etc/
fstab file.

1 Install the SUSE Linux Enterprise Server for x86 with no SAN devices connected.
2 After the install, boot the system.

3 Open a terminal console as the root user or equivalent.
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4 Navigate to the /dev/disk/by—-uuid directory to find the UUID for the
device where you installed /boot, /root, and swap.

4a At the terminal console prompt, enter
cd /dev/disk/by-uuid

4b List all partitions by entering
11

4c¢ Find the UUID, such as
e014e482-1c2d-4d09-84ec-61b3aefde77a —> /dev/sdal

5 Edit /boot/grub/menu. 1st file, using the Boot Loader option in YaST or
using a text editor.

For example, change
kernel /boot/vmlinuz root=/dev/sdal
to

kernel /boot/vmlinuz root=/dev/disk/by-uuid/
e014e482-1c2d-4d09-84ec-61b3aefde77a

IMPORTANT

If you make a mistake, you can boot the server without the SAN
connected, and fix the error by using the backup copy of the /boot/
grub/menu. 1st file as a guide.

If you use the Boot Loader option in YaST, there is a defect where it adds some
duplicate lines to the boot loader file when you change a value. Use an editor to
remove the following duplicate lines:

color white/blue black/light-gray

default 0
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timeout 8

gfxmenu (sd0, 1) /boot/message

When you use YaST to change the way that the root (/) device is mounted (such
as by UUID or by label), the boot loader configuration needs to be saved again to
make the change effective for the boot loader.

6 As the root user or equivalent, do one of the following to place the UUID in the
/etc/fstab file:

* Launch YaST as the root user, select System > Partitioner, select the device
of interest, then modify Fstab Options.

* Edit the /etc/fstab file to modify the system device from the location to the
UUID.

For example, if the root (/) volume has a device path of /dev/sdal and its
UUIDis e014e482-1c2d-4d09-84ec-61b3aefde77a, change line
entry from

/dev/sdal / reiserfs acl,user_xattr 11

to

UUID=e014e482-1c2d-4d09-84ec-61b3aefde77a / reiserfs
acl,user_xattr 11

IMPORTANT

Do not leave stray characters or spaces in the file.

6.4 Using UUIDs in the Boot Loader
and /etc/fstab File (1A64)

After the install, use the following procedure to configure the UUID for the system
device in the boot loader and /et c/fstab files for your IA64 system. IA64

uses the EFI BIOS. Its file system configuration file is /boot /efi/SuSE/
elilo.conf instead of /etc/fstab.
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Before you begin, make a copy of the /boot/efi/SuSE/elilo.conf file.

1 Install the SUSE Linux Enterprise Server for IA64 with no SAN devices
connected.

2 After the install, boot the system.
3 Open a terminal console as the root user or equivalent.

4 Navigate to the /dev/disk/by—-uuid directory to find the UUID for the
device where you installed /boot, /root, and swap.

4a At the terminal console prompt, enter
cd /dev/disk/by-uuid
4b List all partitions by entering
11
4c¢ Find the UUID, such as
e014e482-1c2d-4d09-84ec-61b3aefde77a —> /dev/sdal
5 Edit the boot loader file, using the Boot Loader option in YaST.
For example, change
root=/dev/sdal
to

root=/dev/disk/by-uuid/e014e482-1c2d-4d09-84ec-61b3aefde77a

6 Edit the /boot/efi/SuSE/elilo.conf file to modify the system device
from the location to the UUID.

For example, change

/dev/sdal / reiserfs acl,user_xattr 11

to

80 Storage Administration Guide



UUID=e014e482-1c2d-4d09-84ec-61b3aefde777a / reiserfs acl,user_xattr
11

IMPORTANT

Do not leave stray characters or spaces in the file.

6.5 Additional Information

For more information about using udev (8) for managing devices, see

“Dynamic Kernel Device Management with udev” [http://www.suse.com/
documentation/slesll/book_sle_admin/data/cha_udev.html]in
the SUSE Linux Enterprise Server 11 Administration Guide.

For more information about udev (8) commands, see its man page. Enter the
following at a terminal console prompt:

man 8 udev
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Managing Multipath I/O for
Devices

This section describes how to manage failover and path load balancing for multiple
paths between the servers and block storage devices.

Section 7.1, “Understanding Multipath I/O”  (page 84)

Section 7.2, “Planning for Multipathing” (page 84)

Section 7.3, “Multipath Management Tools” (page 100)

Section 7.4, “Configuring the System for Multipathing” (page 108)

Section 7.5, “Enabling and Starting Multipath I/O Services” (page 111)
Section 7.6, “Creating or Modifying the /etc/multipath.conf File” (page 112)

Section 7.7, “Configuring Default Policies for Polling, Queueing, and Failback”
(page 117)

Section 7.8, “Blacklisting Non-Multipath Devices” (page 118)

Section 7.9, “Configuring User-Friendly Names or Alias Names” (page 119)
Section 7.10, “Configuring Default Settings for zSeries Devices” (page 123)
Section 7.11, “Configuring Path Failover Policies and Priorities” (page 124)
Section 7.12, “Configuring Mult