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FOREWORD

The ITU Telecommunication Standardization Sector (ITU-T) is a permanent organ of the International Telecom-

munication Union. The ITU-T is responsible for studying technical, operating and tariff questions and issuing

Recommendations on them with a view to standardizing telecommunications on a worldwide basis.

The World Telecommunication Standardization Conference (WTSC), which meets every four years, established the

topics for study by the ITU-T Study Groups which, in their turn, produce Recommendations on these topics.

ITU-T Recommendation I.311 was revised by the ITU-T Study Group XVIII (1988-1993) and was approved by the

WTSC (Helsinki, March 1-12, 1993).

___________________

NOTES

1 As a consequence of a reform process within the International Telecommunication Union (ITU), the CCITT

ceased to exist as of 28 February 1993. In its place, the ITU Telecommunication Standardization Sector (ITU-T) was

created as of 1 March 1993. Similarly, in this reform process, the CCIR and the IFRB have been replaced by the

Radiocommunication Sector.

In order not to delay publication of this Recommendation, no change has been made in the text to references containing

the acronyms “CCITT, CCIR or IFRB” or their associated entities such as Plenary Assembly, Secretariat, etc. Future

editions of this Recommendation will contain the proper terminology related to the new ITU structure.

2 In this Recommendation, the expression “Administration” is used for conciseness to indicate both a

telecommunication administration and a recognized operating agency.

   ITU  1993

All rights reserved. No part of this publication may be reproduced or utilized in any form or by any means, electronic or

mechanical, including photocopying and microfilm, without permission in writing from the ITU.
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INTRODUCTION

This Recommendation covers B-ISDN general network aspects and specifically addresses B-ISDN networking

techniques (see 1-5), and B-ISDN signalling principles (see 5). Traffic control and resource management in B-ISDN

are described in Recommendation I.371.
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B-ISDN GENERAL NETWORK ASPECTS

(Geneva, 1991; revised Helsinki, 1993)

1 Network Layering

1.1 General

ATM transport network is structured as two layers, namely the ATM Layer and the Physical Layer as shown in

Figure 1.

Higher layer

ATM Layer VC level

ATM
VP level

transport network
Transmission path level

Physical Layer Digital section level

Regenerator section level

FIGURE 1/I. 311

Hierarchy of the ATM transport network

The transport functions of the ATM layer are subdivided into two levels; the VC level and the VP level. The transport

functions of the physical layer are subdivided into three levels, the transmission path level, the digital section level and

the regenerator section level.

The transport functions of the ATM Layer are independent of the physical layer implementation.

Figure 2 shows the relationship between the virtual channel, the virtual path and the transmission path.
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Relationship between the VC, the VP and the transmission path
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1.2 Architectural components of an ATM transport network

Figure 3 shows the hierarchical level-to-level relationship in the ATM transport network. Each level relationship

includes four architectural components:

– Connection end-point – Connection end-point is located at the level boundary (e.g. between VC level and

VP level), where a client is served. The client may be located in the next higher level or in the

management plane. The connection end-point provides the connection termination function.

– Connecting point – Connecting point is inside a connection where two adjacent links come together. It is

located in a level where information is routed transparently. It provides the connecting function.

– Connection – Connection provides capability of transferring information between endpoints. It represents

the association between endpoints together with any additional information regarding the information

transfer integrity.

– Link – Link provides capability of transferring information transparently. A link represents the

association between contiguous connecting points or between an endpoint and its contiguous connecting

point.

As shown in Figure 3, a connection in a specific level provides services to a link in the next higher level.

Annex A contains examples of a VCC supported by a cell-based (Figure A.1) and an SDH-based (Figure A.2) ATM

transport network.

NOTE – The relationship and/or alignment of this Recommendation with Recommendation G.803 Architecture of
transport networks based on the synchronous digital hierarchy (SDH), is under study to determine the relationship between an ATM
transport network and a layered model of the SDH-based transport network.

1.3 ATM Layer

Each ATM cell contains a label in its header to explicitly identify the VC to which the cell belongs.  This label consists

of two parts - a virtual channel identifier (VCI) and a virtual path identifier (VPI).

1.3.1 Virtual channel level

A virtual channel (VC) is a generic term used to describe a unidirectional communication capability for the transport of

ATM cells.

A VCI identifies a particular VC link for a given virtual path connection (VPC). A specific value of VCI is assigned

each time a VC is switched in the network. A VC link is a unidirectional capability for the transport of ATM cells

between two consecutive ATM entities where the VCI value is translated. A VC link is originated or terminated by the

assignment or removal of the VCI value.

Routing functions of virtual channels are done at a VC switch/cross-connect1). This routing involves translation of the

VCI values of the incoming VC links into the VCI values of the outgoing VC links.

Virtual channel links are concatenated to form a virtual channel connection (VCC). A VCC extends between two VCC

endpoints or, in the case of point-to-multipoint arrangements, more than two VCC endpoints. A VCC endpoint is the

point where the cell information field is exchanged between the ATM Layer and the user of the ATM Layer service.

At the VC level, VCCs are provided for the purpose of user-user, user-network, or network-network information

transfer. Cell sequence integrity is preserved as defined in 2/I.150 by the ATM Layer for cells belonging to the same

VCC.

______________________________
1) See 3.1 for the definition of switch and cross-connect.
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1.3.2 Virtual path level

A virtual path (VP) is a generic term for a bundle of virtual channel links; all the VC links in a bundle have the same

endpoints.

A VPI identifies a group of VC links, at a given reference point, that share the same VPC. A specific value of VPI is

assigned each time a VP is switched in the network. A VP link is a unidirectional capability for the transport of ATM

cells between two consecutive ATM entities where the VPI value is translated. A VP link is originated or terminated by

the assignment or removal of the VPI value.

Routing functions for VPs are performed at a VP switch/cross-connect1). This routing involves translation of the VPI

values of the incoming VP links into the VPI values of the outgoing VP links.

VP links are concatenated to form a VPC. A VPC extends between two VPC endpoints or, in the case of point-to

multipoint arrangements, there are more than two VPC endpoints. A VPC endpoint is the point where the VCIs are

originated, translated or terminated-

At the VP level, VPCs are provided for the purpose of user-user, user-network and network-network information

transfer.

When VCs are switched, the VPC supporting the incoming VC links must be terminated first and a new outgoing VPC

must be created. Cell sequence integrity is preserved as defined in 2/I.150 by the ATM layer for cells belonging to the

same VPC. Thus cell sequence integrity is preserved for each VC link within a VPC.

Figure 4 contains a representation of the VP and VC switching hierarchy using the modelling of Figure 1. VPI values

are modified in switching blocks for VPs and VCI values are modified in switching blocks for VCs.

1.4 Physical Layer

1.4.1 Transmission path level

The transmission path extends between network elements that assemble and disassemble the payload of a transmission

system. Cell delineation and header error control functions are required at the end point of each transmission path.

1.4.2 Digital section level

The digital section extends between network elements which assemble and disassemble a continuous bit or byte stream.

1.4.3 Regenerator section level

The regenerator section is a portion of a digital section.

1.5 Hierarchical level-to-level relationship

Figure 3 shows the generic hierarchical level-to-level relationship in an ATM transport network. More specific

examples of this relationship are shown in Annex A for the two different physical layer options.

1.6 Functional description of the layered network

Functions in the virtual channel level and the virtual path level to be provided at connection end-points and connecting

points are defined below.
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1.6.1 Generic definitions of the connection end-point and connecting point functions

Connection end point functions provide the capability of:

i) adapting information suitable for the client layer, and

ii) terminating the connection for providing information integrity at the connection end point.

A client could also be located in the management plane.

Connecting point functions provide the capability of connecting links at the connecting point.

1.6.2 Functions at the connection end-point

VP connection end-point functions (VP CEPF)

VP CEPF of item i) is to exchange cell information field and the contents of cell header, except VPI and HEC

fields, transparently between VP level and VC level.

VP CEPF of item ii) is to generate and extract VP related header functions (e.g. VPI values), to enforce VP

related traffic parameters, to multiplex and demultiplex cells preserving VP cell sequence integrity, and to

generate, insert and extract F4 OAM cells (see Recommendation I.610).

VC connection end-point functions (VC CEPF)

VC CEPF of item i) is to exchange cell information field transparently between the ATM layer and the AAL.

In addition, it also translates between the value of PT field in the cell header and an appropriate indication to

the VC client.

VC CEPF of item ii) is to generate and extract generic flow control, to generate and extract VC related header

function (e.g. VCI values), to enforce VC related traffic parameters, to multiplex and demultiplex cells

preserving VC cell sequence integrity, and to generate, insert and extract F5 OAM cells (see

Recommendation I.610).

1.6.3 Functions at the connecting point

VP connecting point functions (VP CPF)

VP CPF is to translate VPI value, to possibly provide VP related usage/network parameter control (UPC/NPC)

depending on the location of the VP connecting point, to multiplex and demultiplex cells preserving VP cell

sequence integrity and to generate, insert, monitor and extract F4 OAM cells.

VC connecting point functions (VC CPF)

VC CPF is to translate VCI value, to possibly provide VC related UPC/NPC depending on the location of the

VC connecting point, to multiplex and demultiplex cells preserving VC cell sequence integrity, and to

generate, insert, monitor and extract F5 OAM cells.

2 Application of virtual channel connections and virtual path connections

2.1 Applications of virtual channel connections

The following point-to-point applications of VCCs are identified. Point-to-multipoint applications need to be illustrated.

1) User-user application

In this application, the VCC extends between TB or SB reference points. ATM network elements

transport all the cells associated with the VCC along the same route. The VCI value may be translated at

an ATM network element where a VPC endpoint is located. (See Figure 5a).)
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2) User-network application

In this application, the VCC extends between a TB or SB reference point and a network node. The user-

network application of a VCC can be used to provide customer equipment (CEQ) access to a network

element [for example, local connection related function (CRF)]. (See Figure 5b).)
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3) Network-network application

In this application, the VCC extends between two network nodes. The network-network application of

this VCC includes network traffic management and routing. (See Figure 5 c).)
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2.2 Applications of the virtual path connections

The following applications of the VPCs are identified:

1) User-user application

In this application, the VPC extends between TB or SB reference points. The user-user application of the

VPC, shown in Figure 6a), provides customers with virtual path connections. The ATM network

elements transport all the cells associated with a VPC along the same route. The VPI values are

translated at the ATM network elements that provide functions such as cross-connect or switching.
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2) User-network application

In this application, the VPC extends between a TB or SB reference point and a network node. The user-

network application of VPC, shown in Figure 6b), can be used to aggregate CEQ access traffic to a

network element (for example: local CRF).
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3) Network-network application

In this application the VPC extends between two network nodes. The network-network application of the

VPC, shown in Figure 6c), includes network traffic management and routing. At the network nodes

where the VPC is terminated, the VCs within the VP are switched or cross-connected to VCs within

other VPs.
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3 Control and management of VPC and/or VCC at user access

This clause describes

– the VP/VC network elements and their configurations involved in the transport of user plane

information;

– control and management communications between user and network elements under typical VP/VC

network element configurations at user access; and

– communication scenarios of above communications to establish and release VPCs/VCCs for the transport

of user information.

3.1 Network elements involved in the transport of user plane information

The following are the definitions of network elements which are involved in the transport of user plane information.

VP cross-connect: A VP cross-connect is a network element which connects VP links; it translates VPI (not VCI)

values and is directed by management plane functions and not by control plane functions.

VC cross-connect: A VC cross-connect is a network element which connects VC links; it terminates VPCs and

translates VCI values and is directed by management plane functions and not by control plane functions.

VP-VC cross-connect: A VP-VC cross-connect is a network element that acts both as a VP cross-connect and as a VC

cross-connect. It is directed by management plane functions and not by control plane functions.

VP switch: A VP switch is a network element that connects VP links; it translates VPI (not VCI) values and is directed

by control plane functions.

VC switch: A VC switch is a network element that connects VC links; it terminates VPCs and translates VCI values

and is directed by control plane functions.

VP-VC switch: A VP-VC switch is a network element that acts both as a VP switch and as a VC switch. It is directed

by control plane functions.

Other network elements which are combinations of the above defined network elements could be envisaged.
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3.2 Communications between user and network elements

The following five types of communications are identified for control and management of VPC and/or VCC which

provide user plane information transport. (See Figure 7.)

1) Management plane communication type-1

This is a communication taking place directly between the customer equipment (CEQ) and the network

management center (NMC) via two types of communication paths.

– a communication path connected with the NMC via an interface other than the interface through

which the user plane information is transferred (using a remote entry terminal at the CEQ), or

– via pre-defined VPC or VCC between TE and the NMC through the same TB-interface as that for

user information transfer (via the VP or VC cross-connect).

In principle, this communication comprises a request from the CEQ for a permanent or semi-permanent

VPC or VCC for user information transfer, and the notification from the NMC to the CEQ of the VPI

and VCI values to be used for this information transfer across TB interface.

At the CEQ, the user can manually enter the request information either from the remote entry terminal

or directly from the TE/NT2. In case of a remote entry terminal, Internal communication between this

terminal and the TE/NT2 could be used.

2) Management plane communication type-2

The VPC/VCC are established/released/maintained by the VP- or VC-crossconnects using the

management plane communication type-2.

Communicating entities of this communication are the NMC and VP- or VC-crossconnects.

Communication between them could be ATM-based or non ATM-based.

3) Control plane communication (access)

In this communication, a user manages (establishes/releases/maintains) a VPC/VCC by sending control

plane messages through a signalling VCC which is terminated at a VC-switch.

4) Management plane communication type-3

This communication is for a VC-switch which accepts a request for connection management using

Control plane communication (access) to transfer the request information to the NMC by sending

management plane messages.

5) Control plane communication (network)

This communication is for a VC-switch which accepts a request [for connection management using

control plane communication (access)] to transfer that request to establish/release/maintain VP links via

the VP-switch by sending control plane messages.

Figure 7 shows communicating entities of each communication without indicating any routes of

communication paths.

Recommendation I.311     (03/93) 11
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3.3 Possible communication scenarios for typical configurations at the user access

This subclause describes possible communication scenarios for assignment of (semi-) permanent VPC/VCC and on-

demand VPC/VCC under some typical configurations at the user access. These configurations address the specific

situation in which there is a VP cross-connect or switch in the access network.

Figure 8a) shows (semi-) permanent/reserved VPC/VCC assignments. (“Reserved” means a semi-permanent commu-

nication with a repetitive or not repetitive time factor.)

In this case, a customer requests the network management center (NMC) to establish/release a VPC/VCC using the

management plane communications type-1. Management plane communications type-I is performed by a remote entry

terminal which is connected to NMC via another interface than the one through which user plane information is

transferred.

After an indication by the NMC of the VPI and/or VCI value to be used, the TE/NT2 will be connected to the semi-

permanent /reserved VPC/VCC. The VPC/VCC are established/released at the cross-connects using the management

plane communication type-2.

Figure 8b) shows another kind of (semi-) permanent/reserved VPC/VCC assignment. In this case, management plane

communication type-1 takes place via pre-defined VPC/VCC between TE/NT2 and NMC via a VP and/or VC cross-

connect.

Figure 8c) shows on-demand VPC/VCC assignment in which NMC is involved. In this case, a user sets up a signalling

VCC using the meta-signalling VCC within the VPC whose VPI is zero at the UNI. The user establishes/releases a

VPC/VCC by sending control plane messages through the signalling VCC.

The meta-signalling and signalling messages are conveyed transparently through VP cross-connect located between the

user and the VC switch where the meta-signalling VCC and the signalling VCC are terminated.

The VC switch communicates with the NMC using management plane communication type-3, and then the NMC

orders the VP cross-connect to establish release the required VPC using management plane communication type-2.

Figure 8d) is another kind of on-demand VPC/VCC assignment in which the NMC is not involved. The way a user sets

up a signalling VCC and a VPC/VCC is the same as in Figure 8c), which is referred to as control plane

communication(access) in the figure.

The way meta-signalling and signalling messages are conveyed to the VC switch is also the same as in Figure 8c).

The VC switch communicates back to the VP switch via control plane communication (network) to establish/release the

required VPC/VCC.

Annex B contains examples of VP and VC network element functions.

4 B-ISDN control and management transport network

B-ISDN control and management transport function in the network has to provide the capability to transfer the

following information:

– Control information for U-plane VPC/VCC;

– Control information between service switching points (SSP) and service control points (SCP) in the

context of IN;

– User-to-user signalling information (for further study);

– User-to-service management system signalling information;

– Management information for OAM.

This clause describes the requirements and possible network architectures for the B-ISDN control and management

transport function. Although the use of ATM transport is outlined in this clause, this does not preclude the use of other

transport networks (e.g. SS No. 7 transport, X.25).
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For the transport of control and management information, the B-ISDN transport network is used. For the higher

protocol layers, the signalling and TMN protocol fulfil the requirements. No need of other protocols is seen at present.

4.1 General objectives and requirements

The B-ISDN control and management transport network should be an infrastructure for service control and OAM

capabilities.

1) Reliability

High reliability of the transport function should be achieved to protect a network against failure and

overload. Protection mechanism such as protection switching, selfhealing and rerouting are envisaged.

2) Flexibility

The transport function should be flexible enough to allow frequent changes in service requirements

associated with the introduction of new functions and data-bases for service control and OAM in the

network. It should be suitable for the future distributed processing environment.

3) Performance

By using the ATM capabilities, it is expected that the performance of ATM transport networks will be at

least as good as the performance of transport networks used to support SS No. 7 signalling.

4) Commonality of interfaces

It is desirable that the interfaces of the various nodes, including transport nodes, service control nodes

and OAM nodes to the control and management information transport network should be common

through the ATM layer.

5) Interworking with N-ISDN signalling transport network

The B-ISDN control and management transport function may provide access to existing SS No. 7

transport networks.

This interworking allows the B-ISDN to have access to resources on the N-ISDN environment, e.g. service control

points (SCPs), and on the other hand will also allow existing network nodes to have access to high speed capabilities

provided by the ATM network.

The transport network should allow two modes of operation; associated mode and the quasi-associated mode.

The definition of associated and quasi-associated modes in Recommendation Q.700 is applicable in B-ISDN control and

management transport network.

In associated mode, two possibilities are foreseen:

a) carrying in the same VP the control and management and user information VCs;

b) carrying in one VP the control and management information VCs and in other VPs user information

VCs. The VPs may be on the same or on a separate physical interface.

In quasi-associated mode, messages relating to a particular signalling relation are conveyed over two or more ATM VPs

in tandem, passing through one or more B-ISDN signalling transfer points (B-STPs) operating in a connectionless

messaging mode.

4.2 Generic transport network structure

Figure 9 shows a generic structure for the control and management information transport network.

NOTE – At the introductive stage, other transports, e.g. SS No. 7 or, X. 25, may be applicable.

It is assumed that this network is logically separated from the B-ISDN user information transport network.
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The B-ISDN control and management information transport network may also be used by existing N-ISDN nodes,

directly or through the SS No. 7 or X.25 network, enhancing the capability of N-ISDN.

The control and management information transport network shall provide access to the intelligent layer nodes.

T1817280-92/D13

Service control/

OAM node

Intelligent layer

Control and management
transport network

NE NE NE NE

B-ISDN user information
transport network

Existing network

Transport layer

NE  Network element

FIGURE  9/I.311

Control and management information transport network

FIGURE 9/I.311...[D13] =   11 CM

4.3 Possible network architectures

Possible architectures of B-ISDN control and management transport network are described.

4.3.1 VP cross-connect backbone

Figure 10 illustrates a possible transport network architecture.

In this example, VPs are used for interconnecting various nodes in a pre-assigned basis.

A VP cross-connect backbone serves as a control and management transport network.

Different types of control or management flows within a VP are segregated by different VCs. This allows the

distribution of functions at the ATM layer instead of at higher layers, increasing the speed of information transport.
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In this configuration two options are foreseen:

1) Segregation of the control and management information from the user information at the VP level. In

this case the total VP capacity in a transmission line can be dynamically re-allocated among the VPcs for

signalling and the VPs for user information, according to the traffic variations and/or failure situations.

2) No segregation at the VP level. The VPs will carry control and management information and user

information.

The support of the signalling in a VP cross-connect backbone structure could allow:

– simplification of the existing protocols for control and management transport;

– better performance, mainly by the reduction of the control and management messages delay;

– to take advantage of possible self-healing capability at the VP level.
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4.3.2 VC cross-connect backbone

Figure 11 gives an example of control and management transport network architecture using VC cross-connect

backbone.

.  .  .  .  .
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In this example, VCs are used for interconnecting various nodes in a pre-assigned basis.

The difference from the previous example is that the management function of the network is at the VC level.

4.3.3 VP-VC cross-connect backbone with B-STP functionality

Figure 12 illustrates a similar structure, to the one of 3.1 but with a B-STP functionality.

The B-STP may be used in situations where the traffic volume is low between two signalling points or between service

switching points (SSPs) and service control points (SCPs).

In this example, control and management network consists of VP-VC backbone and B-STP functions. Appendix I

illustrates an example of this architecture.
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4.4 Performance requirements

Performance parameters, e.g. the bandwidth for the control and management VPs/VCs, is for further study.

4.5 Network management of the control and management transport network

For further study.

4.6 Reliability requirements

Parameters are for further study.
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5 B-ISDN signalling principles

5.1 Introduction

In B-ISDN, the use of ATM allows for a multiplicity of service types characteristics and for the logical separation of

signalling from user information streams. A user may have multiple signalling entities connected to the network call

control management via separate ATM virtual channel connections. The following subclauses identify the signalling

capabilities needed in B-ISDN and the requirements for establishing signalling communication paths.

5.2 Signalling capabilities

5.2.1 Capabilities to control ATM virtual channel connections and virtual path connections for information

transfer

a) Establish, maintain and release ATM VCCs and VPCs for information transfer. The establishment can

be on-demand, semi-permanent or permanent, and should comply with the requested connection

characteristics (e.g. bandwidth, quality of service).

b) Support of communication configurations on a point-to-point, multipoint and broadcast basis.

c) Negotiate the traffic characteristics of a connection at connection establishment.

d) Ability to renegotiate source traffic characteristics of an already established connection.

5.2.2 Capability to support multiparty and multiconnection call

a) Support of symmetric and asymmetric calls (e.g. low or zero bandwidths in one direction and high

bandwidths in the other).

b) Simultaneous establishment and removal of multiple connections associated with a call.

NOTE 1 – The simultaneous establishment of multiple connections should not be significantly slower than the
establishment of a single connection.

c) Add and remove connection to and from an existing call.

d) Add and remove a party to and from a multiparty call.

e) Capability to correlate when requested, connections composing a multiconnection call.

NOTE 2 – This correlation is handled by the origination and destination B-ISDN switches, which may be
public or private.

f) Reconfigure a multiparty call including an already existing call or splitting the original multiparty call

into more calls.

5.2.3 Others

a) Capability to reconfigure an already established connection, for instance, to pass through some inter-

mediate processing entity such as a conference bridge.

b) Support interworking between different coding schemes.

c) Support interworking with non B-ISDN services, e.g. services supported by PSTN or 64 kbit/s based

ISDN.

d) Support of failure indication and automatic protection switching for semi-permanent and permanent

connections.

Further signalling requirements may be possible and are for further study.

5.3 Signalling transport function

At the user access, multiple VPs may be used to carry signalling VCs (SVCs). These VPs may connect the user to the

local exchange, other users, and/or other networks. B-ISDN signalling configurations are classified as either point-to-

multipoint or point-to-point.
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A point-to-multipoint signalling configuration exists when a signalling entity (“point”) interacts with multiple

signalling entities (“multipoint”). In a point-to-multipoint signalling configuration, meta-signalling procedures shall be

used to request allocation of individual point-to-point SVCs.

A point-to-point signalling configuration exists when a signalling entity interacts with another single signalling entity.

When the signalling configuration is unknown, a point-to-multipoint signalling configuration shall be assumed. A

signalling configuration can become known either by subscription or by a dynamic procedure.

5.3.1 Signalling virtual channels

5.3.1.1 Requirements for signalling virtual channels

For a point-to-point signalling configuration, the requirements for signalling virtual channels are as follows:

Point-to-point signalling virtual channels

For point-to-point signalling, one virtual channel connection in each direction is allocated to each signalling

entity. The same VPI/VCI value is used in both directions. A standardized VCI value is used for point-to-

point signalling virtual channel.

In general, a signalling entity can control, by means of associated point-to point SVCs, user-VCs belonging to

any of the VPs terminated in the same network element or CEQ.

As a network option, the user-VCs controlled by a signalling entity can be constrained such that each

controlled user-VC is in either upstream or downstream VPs containing the point-to-point SVCs of the

signalling entity.

For point-to-multipoint signalling configuration, the requirements for signalling virtual channels are as

follows:

a) Point-to-point signalling virtual channels

For point-to-point signalling, one virtual channel connection in each direction is allocated to each

signalling entity. The same VPI/VCI value is used in both directions.

b) General broadcast signalling virtual channel

The general broadcast signalling virtual channel (GBSVC) may be used for call offering in all cases. In

cases, where the “point” does not implement service profiles or where “the multipoints” do not support

service profile identification, the GBSVC shall be used for call offering.

The specific VCI value for general broadcast signalling is reserved per VP at the UNI. Only when

(see 5.3.2) meta-signalling is used in a VP will the GBSVC be activated in the VP.

c) Selective broadcast signalling virtual channels

Instead of the GBSVC, a virtual channel connection for selective broadcast signalling (SBS) can be used

for call offering, in cases where specific service profile is used. No other uses of the SBSVCs are

foreseen.

The concept of service profiles is related to basic services as well as supplementary services. The

definition and scope of service profiles for B-ISDN are given in Annex C.

NOTE – GBSVC and SBSVC connections will apply in the point-to-multipoint direction only.

5.3.1.2 Signalling virtual channels at the user access

Both the point-to-point and point-to-multipoint signalling configuration may be used at a user access.

5.3.1.3 User-to-user signalling virtual channels

Both the point-to-point and point-to-mulipoint signalling configuration may be used in a user-to-user configuration.
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5.3.1.4 Signalling virtual channels in the network

Only the point-to-point signalling configuration is used for network-to-network signalling. In case of network-network

VP containing signalling VCs, additional VCI values for signalling in this VP are pre-established.

The method of pre-establishment is for further study.

5.3.2 Meta-signalling

5.3.2.1 Meta-signalling requirements

a) Scope of meta-signalling

A meta-signalling virtual channel is able to manage signalling virtual channels only within its own VP

pair.

In VPI=0, the meta-signalling virtual channel is always present and has a standardized VCI value.

b) Initiation of meta-signalling for SVCI assignment

Meta-signalling VC may be activated at VP establishment. Other possibilities are for further study.

The signalling virtual channel (SVC) should be assigned and removed when necessary.

c) Meta-signalling VCI and VP

A specific VCI value for meta-signalling is reserved per VP at the UNI. For a VP with point-to-

multipoint signalling configuration, meta-signalling is required and the meta-signalling VC within this

VP will be activated. For a VP in point-to-point signalling configuration, the use of meta-signalling is for

further study.

d) SVC bandwidth

The user should have the possibility to negotiate the bandwidth parameter value.

The bandwidth parameter values are for further study.

e) Melta-signallings-virtual channel (MSVC) bandwidth

MSVC has default bandwidth value. The bandwidth can be changed by mutual agreement between

network operator and user. The default value is for further study.

5.3.2.2 Meta-signalling functions at the user access

In order to establish, check and release the point-to point and selective broadcast signalling virtual channel connections,

meta-signalling procedures are provided. For each direction, meta-signalling is carried in a permanent virtual channel

connection having a standardized VCI value (see 2.3.2/I.361). This channel is called the meta-signalling virtual

channel. The meta-signalling protocol is terminated in the ATM layer management entity.

The meta-signalling function will be required to

– manage the allocation of capacity to signalling channels;

– establish, release and check the status of signalling channels;

– provide a means to associate a signalling endpoint with a service profile if service profiles are supported;

– provide the means to distinguish between simultaneous requests.

It may be necessary to support meta-signalling on any VP. Meta-signalling can only control signalling VCs within its

VP.

5.3.2.3 Relationship between meta-signalling and the user access signalling configuration

A point-to-multipoint signalling configuration exists when the network supports more than one signalling entity at the

user side. In this configuration, terminals must use the meta-signalling protocol to request allocation of their individual

point-to-point signalling virtual channels.
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A point-to-point signalling configuration exists when the network supports only one signalling entity at the user side.

When this configuration is known, terminals can use the specific VCI value (Table 2/I.361) reserved for the point-to-

point signalling virtual channel. In this case no broadcast signalling virtual channel will be provided.

In a user-to-user signalling configuration the meta-signalling protocol can optionally be used over a user-to-user VPC to

manage a user-to-user signalling virtual channel. It is recommended (but it is a user choice) to use the standardized

VCI value for the user-to-user meta-signalling channel. In this case meta-signalling shall not have an impact on the

network.

The meta-signalling protocol can be used to manage signalling virtual channel between a user and another network

over the same user access. In this case, VPIs other than VPI=0 are used and the VCI value is the standardized one.

Normally, the VPI value equal to zero will be used to manage signalling virtual channels to the local exchange. For the

case where communication of a user to an alternative local exchange over the same user access is required, another VPI

value different from zero will be used.

5.3.2.4 Meta-signalling functions in the network

Meta-signalling is not used to assign signalling channels between two network signalling endpoints. Therefore, every

VP within the network has one VCI value reserved for point-point signalling and activated in case signalling is used on

this VP (see 2.2.3/I.361).

5.3.3 Signalling configurations

Figure 13 illustrates three possible signalling configurations.

– Case A: The customer uses signalling procedures to establish virtual channel connections to other

customers. The meta-signalling channel is used to establish a signalling channel (or channels) between

the CEQ and the local CRF. The local CRF provides an interconnection function based on using the VPI

and the VCI in the ATM cell header.

– Case B: The customer has VPCs through the local CRF to another CEQ. These VPCs could be

established

a) without using signalling procedures (e.g. by subscription);

b) using signalling procedures on a demand basis.

When a VP connection is established by using signalling procedures, the CEQ uses the meta-signalling

channel to the local CRF to establish a signalling channel (or channels) which may be used to establish

the VPCs (e.g. the CEQs). This possibility is for further study. Virtual channel links within a VPC are

established by using signalling procedures between a CEQ and a node terminating the VPC. The

procedures for establishing a signalling channel or channels between the nodes terminating the VPC are

for further study. Optionally, the meta-signalling protocol can be used. The local CRF provides an

interconnection function based on using only the VPI portion of the ATM cell header for those VPCs that

do not terminate at the local CRF.

– Case C: The customer has VPCs through the local CRF to another CEQ and additional VPCs that

terminate at the local CRF. In this case, the CEQ uses the meta-signalling channel to the local CRF to

establish a signalling channel (or channels), which are then used to establish signalling VCCs to other

nodes. The local CRF provides an interconnection function based on using only the VPI portion of the

ATM cell header for those VPCs that do not terminate at the local CRF, and based on both the VPI and

VCI for those VPCs that do terminate at the local CRF.

NOTE – The procedures for establishing a signalling channel (s) for CEQ to CEQ signalling communication
are for further study.  Optionally, the meta-signalling protocol can be used.
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Figure 14 illustrates an example of a VCC and a VPC and the relationship of user-network and internodal signalling

procedures. In this example, user-network signalling is carried on one VPC designated as the VPC for carrying meta-

signalling. Other signalling channels on this VPC are established using procedures over the meta-signalling channel.

Internodal signalling messages may be carried between network nodes over virtual channel connections designated for

internodal signalling. The procedures for allocating these VCCs are for further study.

In some cases, signalling may be required over VPCs established between the CEQ and another CEQ, as shown in

Case B and in Case C, Figure 13, in order to establish user VCCs within those VPCs. The procedure for establishing

these signalling channels is for further study. Optionally, the meta-signalling protocol can be used.

In the upper portion of Figure 14, a virtual channel connection is illustrated between the CEQ on the left and the CEQ

on the right side. This VCC is established by using user-network and internodal signalling procedures.

Two VP connections are illustrated in the lower portion of Figure 14 between the CEQ on the left and the CEQ on the

right. One VPC contains a meta-signalling channel, which is used to establish additional signalling channels within

that VPC. This VPC between the two CEQs may carry other non-signalling traffic. After signalling channels are

established, signalling procedures are used to establish VCCs within VPCs between the two CEQs.

5.3.4 Requirements for signalling procedures

For further study.

6 Network capabilities to support charging of B-ISDN services

Services to be taken into account in B-ISDN's based on ATM technique include connection oriented as well as

connectionless services, in different communication configurations as e.g. point-to-point, multipoint, broadcast and

other services/connections.

Network capability to support the charging of these B-ISDN services are for further study.
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Annex A

Hierarchical structure for ATM transport network

(This annex forms an integral part of this Recommendation)

This annex contains two examples of the hierarchical structure for the ATM transport network.

Figure A.1 shows the hierarchical structure for the cell based ATM transport network and Figure A.2 shows the

hierarchical structure for the SDH based ATM transport network.
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Hierarchical structure of a cell-based ATM transport network
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Hierarchical structure of a SDH-based ATM transport network
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Annex B

Network element functions and VP/VC connections

(This annex forms an integral Part of this Recommendation)

Figure B.1 shows the functions of VP/VC network elements through which various VPCs and VCCs are provided, by

illustrating an example of VP/VC network element configuration at user access.

In this example, a customer equipment (CEQ) is connected to a VP-VC switch via VP cross-connect by three VPCs.

These VPCs are provided by NMC through the communications with the VP-VC switch and the VP cross-connect.

In the Figure, there is a VPC whose VPI value is 0 before the translation in the VP cross-connect, extending from the

CEQ to the VP-VC switch. It contains meta-signalling and signalling VCCs for user-to-network access as well as VCCs

carrying user information.

There is another VPC whose VPI value is “a” before the translation in the VP cross-connect, extending from the CEQ

to the VP-VC switch. This VPC contains some user information VCCs and signalling VCC but not meta-signalling

VCC for the user-to-network access.

The user-to-user VPC extends from the CEQ to another remote CEQ which is not shown in the Figure. It contains

meta-signalling and signalling VCCs for the user-to-user access, and user information VCCs as well.

In the right hand side of the Figure, there are two VPCs connecting the VP-VC switch to other (VP-)VC switches

which are not shown. One of them contains only signalling VCCs, and the other user information VCCs as well as

signalling VCCs.
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Annex C

Definition and scope of service profiles at user access

(This annex forms an integral Part of this Recommendation)

NOTE – The network represents “point” and the terminals represent “multipoint”. See 5.3.1.

C.1 Definition

A service profile is a collection of information maintained by the network, characterizing a set of services provided by

the network to the user.

The provision of service profile is a network option.

A service profile contains information necessary to provide both basic services and supplementary services.

C.2 Scope

The support of service profile allows:

– A B-TE or a group of B-TE to identify a set of services as characterized by a specific service profile

provided by the network.

– The use of selective broadcast signalling virtual channels for call offering.

The association between a signalling entity and a service profile is accomplished via the service profile identifier

(SPID), that is conveyed in the appropriate meta-signalling message(s).

The following cases are identified:

– A terminal not implementing the SPID

The terminal shall indicate the default SPID value, in the meta-signalling assignment procedure and

shall monitor the general broadcast SVC for incoming call offering.

– A terminal implementing the SPID

Meta-signalling procedures must allow the user to indicate a SPID value to be carried in the assign

request message and must be able to accept the broadcast (general or selective) SVCI value in the

assignment response message.

A network not implementing the SPID

Meta-signalling procedures shall respond with a general broadcast SVCI value in the assignment

response message as the incoming call offering channel, irrespective of the SPID value in the assignment

request message.

– A network implementing the SPID

Meta-signalling procedures must respond to the indicated SPID value with the associated broadcast

(general or selective) SVCI value during the assignment procedures, allowing different standardized

levels of service for user or an interface. If a terminal enters an unknown SPID, then the default value

shall be assumed by the network and the general broadcast SVCI value shall be returned.
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C.3 Service profile configuration

The following service profile configurations have been identified and require further study:

– only one service profile on an interface;

– only one service profile for all signalling endpoints using the same service on an interface;

– a default service profile to be used by all signalling endpoints that do not specify a service profile

identifier as part of their signalling VCI request (i.e. the support of service profile could be optional for a

signalling endpoint);

– one service profile per signalling endpoint;

– one service profile for all signalling endpoints of one terminal.

Appendix I

Example of a path and protocol stacks of network elements

within B-ISDN signalling network

(This appedix does not form an integral part of this Recomendation)

This example takes into consideration the following three network elements:

– B-SP B-ISDN signalling point. These nodes have signalling functions. They generate and process

signalling messages.

– B-STP B-ISDN signalling transfer point. These nodes receive, route and forward signalling messages.

– VP-XC Virtual path cross connect.

In Figure I.1 there is an example of a path dedicated to signalling transport, which extends between two different TEs.

This example can be regarded as a specific case of the general architecture of Figure 12.

The VPs in the figure (thick black lines) carry signalling VCs only. In this way, the signalling transport network is

logically separated from the user data transport network at the NNI. Although logically separated from user data

signalling information and user data could be transported by the same physical links.

Figure I.2 shows, in terms of protocol stacks, the path drawn in Figure I.1. Apart from the physical layer (PL), ATM

layer and ATM adaptation layer (AAL), the stacks shows a network layer (NL) and a “signalling higher layer”.
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Appendix II

B-ISDN management functions

(This appendix does not form an integral part of this Recommendation)

Based on the two types of management functions, i.e. layer management and plane management as defined in

Recommendation I.321, Figure II.1 shows the functional description of B-ISDN management which includes possible

layer management functions and plane management functions.

NOTE – Definitions of protection switching, rerouting and selfhealing in Figure II.1 are as follows:

1) Protection switching: Protection switching is the establishment of a pre-assigned replacement connection by

means of equipment without the NMC function. The equipment may either reside in the connecting and

terminating points of related VP-level.

2) Rerouting: Rerouting is the establishment of a replacement connection by the NMC function. When a

connection failure occurs the replacement connection is routed depending on network resources available at

that time.

3) Selfhealing: Selfhealing is the establishment of a replacement connection by network without the NMC

function. When a connection failure occurs the replacement connection is found by the network elements and

rerouted depending on network resources available at that time.
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