The New Device Drivers:
Memory Matters

MARTIN MINOW

If you're writing a device driver for the new PCI-based Macintosh
computers, you need to understand the relationship of the memory an
application sees to the memory the hardware device sees. The support
for these drivers (which will also run under Copland, the next
generation of the Mac OS) includes the PrepareMemoryFor| O function,
asdiscussed in my articlein Issue 22. This single coherent facility
connects the application’s logical view of memory to the hardware
device' s physical view. PrepareMemoryForlO has proven difficult to
understand; this article should help clarify its use.

If you managed to struggle through my article “ Creating PCI Device Drivers’ in
develop Issue 22 without falling asleep, you probably noticed that it got rather vague
toward the end when | tried to describe how the PrepareM emoryForl O function
works. There are afew reasons for this: the article was getting pretty long and
significantly overdue (the excuse), and | really didn’t understand the function that
well myself (the reason). Things are a bit better now, thanks to the enforced boredom
of avery long trip, the need to teach this algorithm to a group of developers, and
some related work I’ m doing on the SCSI interface for Copland.

My previous article showed the simple process of preparing a permanent data area
that might be used by a device driver to share microcode or other permanent
information with adevice. This article attacks a number of more complex problems
that appear when a device performs direct memory access (DMA) transfers to or from
auser data area. It also exploresissues that arise if data transfers are needed in
situations where the device' s hardware cannot use DMA.

The sample code excerpted hereisincluded in its entirety on thisissue'sCD. It'sa
later version of the sample device driver that accompanied the article on Issue 22's
CD. Of course, you'll need a hardware device to use the driver and updated headers
and libraries to recompileit. The DMA support library files DMATransfer.c and
DMATransfer.h contain several functions that interact with PrepareM emoryForl O.
The revised sample device driver on the CD shows how this library can be
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incorporated into a complete device driver for PCl-based Power Macintosh
computers.

I’ [l assume that you’ ve read my earlier article (which you can look at on the CD if
you don’t haveit in print). That article gives an overview of the new device driver
architecture and touches on the PrepareM emoryFor| O function, but for a
comprehensive description of the architecture and details about the function, see
Designing PCI Cards and Drivers for Power Macintosh Computers (available from
APDA). I'll also assume that you' re reasonably familiar with the basic concepts of a
virtual memory operating system, including memory pages and logical and physical
addresses; for a brief review, see “Virtual Memory on the Macintosh.”

VIRTUAL MEMORY ON THE
MACINTOSH

BY DAVE SMITH

Virtual memory on the Macintosh has two
major functions: it increases the size of
RAM transparently by moving data back
and forth from a disk file, and it remaps
addresses. Of the two, remapping
addresses is more relevant to device driver
developers (and, incidentally, much more of
a headache).

When Macintosh virtual memory is turned
on, the processor and the code running on
the processor always access logical
addresses. A logical address is used the
same way as a physical address; however,
the Memory Management Unit (MMU)
integrated into the processor remaps the
logical address on the fly to a physical
address if the data is resident in memory. If
the data isn’t resident in memory, a page
fault occurs; this requires reading the
desired data into memory from the disk and
possibly writing other, unneeded data from
memory to the disk to free up space in
memory. (This explanation is slightly
simplified, of course.)

Since it would be impractical to have a
mapping for each byte address, memory is
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subdivided into blocks called pages. A page
is the smallest unit that can be remapped.
Memory is broken into pages on page
boundaries, which are page-size intervals
starting at 0. The remapping allows physical
pages that are not actually contiguous in
physical memory to appear contiguous in
the logical address space.

The Macintosh currently uses a page size
of 4096 bytes; however, future hardware
may use a different page size. You should
call the GetLogicalPageSize function in the
Driver Services Library to determine the
page size.

DMA is performed on physical addresses
since the MMU of the processor is not on
the address bus that devices use. One of
the functions of PrepareMemoryForlO is to
translate logical addresses into physical
addresses so that devices can copy data to
and from the appropriate buffers.

Many virtual memory systems provide
multiple logical address spaces to prevent
applications from interfering with each
other. It appears to each application that it
has its own memory system, not shared
with any other application. The Macintosh
currently has only one logical address
space, but future releases of the Mac OS
will support multiple logical address spaces.

PREPARING MEMORY FOR A USER DATA
TRANSFER

At the beginning of a user data transfer, the device driver calls PrepareM emoryForl O
to determine the physical addresses of the data and to ensure the coherency of
memory caches; at the end of the transfer, it calls the Checkpointl O function to
release system resources and adjust caches, if necessary. PrepareMemoryForl O
performs three functions that are necessary for DMA transfers: it locates datain
physical memory; it ensures that the data locations contain the actual data needed or
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provided by the device; and, with the help of CheckpointlO, it maintains cache
coherency.

Y our device driver can call PrepareMemoryForlO from task level, from a software
interrupt, or from the mainline driver function (that is, DoDriverl O). CheckpointlO
can be called from task level, from a software interrupt, or from a secondary interrupt
handler. (For more on the available levels of execution, see “Execution Levels for
Code on the PCI-Based Macintosh.”) In a short while, we'll see how the fact that
these functions must be called from particular points affects the transfer process.

EXECUTION LEVELS FOR CODE
ON THE PCI-BASED MACINTOSH

BY TOM SAULPAUGH
Native code on PCI-based Macintosh
computers may run in any of four execution
contexts: software interrupt, secondary
interrupt, primary interrupt, or task. All driver
code contexts have access to a driver’s
global data. No special work (such as
calling the SetA5 function on any of the
68000 processors) is required to access
globals from any of these contexts.

A software interrupt routine runs within the
execution environment of a particular task.
Running a software interrupt routine in a
task is like forcing the task to call a specific
subroutine immediately. When the software
interrupt routine exits, the task resumes its
activities. A software interrupt routine
affects only the task in which it's run; the
task can still be preempted so that other
tasks can run. Those tasks, in turn, can run
their own software interrupt routines, and a
task running a software interrupt routine can
be interrupted by a primary or secondary
interrupt handler. All software interrupt
routines for a particular task are serialized,;
they don'’t interrupt each other, so there’s
no equivalent to the 680x0 model of nested
primary interrupt handlers. A software
interrupt routine is analogous to a Posix
signal or an Windows NT asynchronous
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procedure call. A software interrupt routine
running in the context of an application,
INIT, or cdev doesn’t have access to a
driver’s global data.

The secondary interrupt level is the
execution context provided to a device
driver's secondary interrupt handler. In this
context, hardware interrupts are enabled
and additional interrupts may occur. A
secondary interrupt handler is a routine that
runs in privileged mode with primary
interrupts enabled but task switching
disabled. All secondary interrupt handlers
are serialized, and they never interrupt
primary interrupt handlers; in other words,
they resemble primary interrupt handlers
but have a lower priority. Thus, a secondary
interrupt handler queued from a primary
interrupt handler doesn’t execute until the
primary interrupt handler exits, while a
secondary interrupt handler queued from a
task executes immediately. A secondary
interrupt handler is analogous to a deferred
task in Mac OS System 7 or a Windows NT
deferred procedure call. Secondary
interrupt handlers, like primary interrupt
handlers, should be used only by device
drivers. Never attempt to run application,
INIT, or cdev code in this context or at
primary interrupt level.

The primary interrupt level (also called
hardware interrupt level) is the execution
context in which a device’s primary interrupt
handler runs. Page faults are not allowed in
this context. Here, primary interrupts of the
same or lower priority are disabled, the
immediate needs of the device that caused
the interrupt are serviced, and any actions
that must be synchronized with the interrupt
are performed. The primary interrupt
handler is the routine that responds directly
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to a hardware interrupt. It usually satisfies
the source of the interrupt and queues a
secondary interrupt handler to perform the
bulk of the servicing.

The task level (also called non-interrupt
level) is the execution environment for
applications and other programs that don’t
service interrupts. Page faults are allowed
in this context.

If the datais currently in physical memory, PrepareMemoryForl O locks the memory
page containing the data so that it cannot be relocated. If the dataisn’'t in physical
memory, PrepareMemoryForl O calls the virtual memory subsystem and a page fault
occurs, reorganizing physical memory to make spacein it for the data. After the
transfer finishes, Checkpointl O releases the memory page locks.

PrepareM emoryForl O and Checkpointl O perform an important function related to the
use of caches. A cacheisaprivate, very fast memory areathat the CPU can access at
full speed. The processor runs much faster than its memory runs; to keep the
processor running at its best speed, the CPU copies data from main memory to a
cache. Both the PowerPC and the M otorola 68040 processors support caching,
although their implementation details differ. The important point is that a value of a
dataitem in memory can differ from the value for the same dataitem in the cache.
Furthermore, you have to tell the PowerPC or the Motorola processor to synchronize
the cache in memory.

Normally, the processor hardware prevents cache incoherence from causing data
value problems. However, for some processor architectures, DMA transfers access
main memory independently of the processor cache. PrepareMemoryForl O (for write
operations) and CheckpointlO (for read operations) synchronize the processor cache
with main memory. This means that DMA write operations write the valid contents of
memory, and the processor uses the valid data just read from the external device.

As noted earlier, some devices cannot perform DMA transfers; instead, they use
programmed 1/O, in which the main processor moves data between logical addresses
and the device. PrepareMemoryForl O aso returns the logical address that such
devices must use.

A SIMPLE MEMORY PREPARATION EXAMPLE

Listing 1 presents avery simple example that shows how a memory area may be
prepared for 1/0.
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To simplify listings,

I've often omitted data type casting. Think of all data types as
unsigned 32-bit integers. Because of this omission, you can’t
implement these listings as written, but should base your code on the
sample on this issue’s CD.

Listing 1
Simplified memory preparation

#define kBufferS ze 512

#defi ne kivbpGount 2

/* The buffer your application is preparing */

unt8 oM/Buf f er [ kBuf f er S ze] ;

| GPreparationTabl e gl Orabl €;

/* Logical & physical napping tables, filled in by PrepareMnoryForl O */
Logi cal Addr ess glLogi cal Mappi ng[ 2] ;

Physi cal Addr ess gPhysi cal Mappi ng[ kMapQGount ] ;

voi d S npl eMenor yPr epar at i on(voi d)

{

X at us 0sS at us;

gl Orabl e. opti ons =
(kI QM ni nal Logi cal Mappi ng | kIl QLogi cal Ranges | kI Qslnput);
gl Olabl e. state = 0;
gl Orabl e. addr essSpace = kQurrent Addr essSpacel D,
gl Orabl e.granul arity = 0O;
gl Orabl e.firstPrepared = 0;
gl Orabl e. | engt hPrepared = 0;
gl Orabl e. mappi ngent ryGount = kMapCount ;
gl Orabl e. | ogi cal Mappi ng = glLogi cal Mappi ng;
gl Orabl e. physi cal Mappi ng = gPhysi cal Mappi ng;
/[* Set the logical address to be napped and the Iength of the area
to be mapped. */
gl Orabl e. rangel nf o. range. base = (Logi cal Address) gM/Buffer;
gl Orabl e. rangel nfo. range. | ength = si zeof gM/Buffer;
[* Gl PrepareMenoryForl O and process the preparation. */
do {
osS at us = Prepar eMenor yFor | 0 &gl Orabl e) ;
if (osSatus != noEr)
br eak;
M/Appl i cati onDVARoutine(. .. );
Checkpoi nt | (gl Orabl e. preparationl D, kKN | Qoti ons);
gl Orabl e. first Prepared += gl Orabl e. | engt hPr epar ed;
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} while ((glOrabl e. state & ki C&t at eDone) = 0);

PrepareMemoryForl O is called with one parameter, an |OPreparationTable. Among
other things, this table specifies one or more address ranges to prepare (only one, in
this example). Each address range isindicated by a starting logical address and a
count of the number of bytesin the range.

The I0PreparationTable also points to a logical mapping table and a physical
mapping table (gL ogical M apping and gPhysicalMapping in our example). The
physical mapping table is where PrepareMemoryForl O returns the page addresses
that the driver can use to access the client’s buffer during DMA. The logical mapping
tableisthe list of addresses that the driver must use for doing programmed 1/0O.

The simplest |0OPreparationTable options — klOMinimal L ogicalM apping and

klOL ogicalRanges — are set in this example. The kiOMinimalL ogicalMapping flag
indicates that only the first and last logical pages need to be mapped, while the

klOL ogical Ranges flag indicates that the data (here, the gMyBuffer vector) consists
of logical addresses.

Since kIOMinimalLogicalMapping is set, the logical mapping table requires two
entries for each address range; we have only one range, so our logical mapping table
needs atotal of two entries. The physical mapping table requires one entry per page,
we set this to two entries because our 512-byte buffer may cross a page boundary.
When writing your driver, you can use the GetMapEntryCount function in the DMA
support library to compute the actual number of physical mapping table entries
needed for an address range.

If the preparation is successful, the driver performs the DMA transfer and
checkpoints the transfer to release its internal operating system structures.
PrepareMemoryForl O sets the klOStateDone flag in the |OPreparationTable’ s state
field if the entire area has been transferred.

If PrepareMemoryForl O cannot prepare the entire area, it doesn’t set the
klOStateDone flag in the state field, and your driver needsto call

PrepareM emoryForl O again with the firstPrepared field updated to reflect the number
of bytes prepared in this range of memory. The recall must be done from a software
interrupt routine; it cannot be performed from an interrupt handler.

MORE ABOUT MAPPING

Address ranges to be prepared by PrepareMemoryForlO may cross a page boundary
or boundaries and thus may take up two or more pages in physical memory. Figure 1
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shows what the physical mapping looks like for two address ranges. the first is more
than two pages long and crosses two page boundaries, while the second is an even
page long and crosses one page boundary.

Your program’s Physical
logical address space address space

0

0x1000 0x1000
Address ranges 0x2000 0x2000 Physical
Starting Count mapping table
address (in bytes) > 0x0400
0x0400 0x2800 0x3000 0x3000 0x3000
0x4400 0x1000 0x2000
0x6400

0x4000 0x4000 ’» 0x5000
0x5000 0x5000
0x6000 0x6000

3>
>

Figure 1
Mapping to multiple pages

Each address range maps to an areain physical memory that can be thought of as
having up to three sections:. the beginning page, the middle pages, and the ending

page.

» Every address range produces a beginning page. Y our data may
start at an offset into this page, depending on the starting address
of the range. Thisistrue for both the address rangesin Figure 1.
The address in the mapping table for the beginning page points to
the beginning of your datain the page. Notice that for the second
address range in our example, the logical address for the start of
the data, 0x4400, maps to the physical address 0x6400.

» If your address range maps to three or more pages, some number
of middle pages are completely filled with your data. The first
addressrange in Figure 1 illustrates this.

» If your address range maps to two or more pages, the data on the
ending page begins at the beginning of the page, but it may cover
only part of the page, depending on the count in your address
range.

develop New Device Drivers. Memory Matters Second Draft  8/10/95 Page 9



Unfortunately, there' s no simple one-to-one correspondence between entries in the
physical and logical mapping tables and the address range (or ranges) that adriver or
application specifies when it calls PrepareM emoryForl O. Because of this, the
function that controls adriver’s DMA or programmed 1/O process must iterate
through the input address ranges and output mapping tables to compute the address
and size of each data transfer segment. Asyou’ll see when you look at the DMA
support library on thisissue' s CD, thisturns out to be an extremely complex process.

The DMA support library routines iterate through the address ranges and mapping
tables, matching the two together to provide each data transfer segment in order. The
library recognizes when two physical pages are contiguous and extends the data
transfer length as far as possible.

When called for the example in Figure 1, the DMA support library returns five
physical transfer segments (this example doesn’t demonstrate logical alignment
problems). To learn how the algorithm works, I’ d recommend that you work out the
actual addresses and segment transfer lengths using pencil and paper. (When you look
at the DMA support library in DMATransfer.c, you' || see a more mechanized
approach that | strongly recommend if you' re developing complex software.)

THE DATA TRANSFER PROCESS

Figure 2 illustrates how a data transfer might proceed through the system. It shows
the five stepsinvolved in atransfer that requires partial preparation of alarge chunk
of datathat can’t be prepared in one gulp. The diagram also shows the proper
execution levels for each step. Aswe' |l see later, the process is considerably simpler
without partial preparation.
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Task Secondary Primary
(Non-Interrupt) Interrupt Interrupt

Time

1. Call PrepareMemoryForlO.
Start DMA operation.
Wait for inferrupt.

l

\

2. Queue secondary interrupt.

J

Y

3. Call CheckpointlO.
Call SendSoftwarelnterrupt.

J

\

4. Call PrepareMemoryForlO.
CallSecondarylnterruptHandler2.

L

{

5. Restart DMA operation.

Figure 2
The progress of a data transfer with partial preparation

Here' s a breakdown of the steps in the data transfer:

1. Thetransfer starts at task (application or driver mainline) level.
The driver must call PrepareMemoryForlO from task level
because PrepareMemoryForlO may require virtual memory page
faults and has to reserve system memory for its own tables. After
memory is prepared, the driver examines the logical and physical
mapping tables and starts the DMA operation. It then waits for an
interrupt. (Of course, the actual driver behavior depends on your
hardware.)

2. When the driver’s primary interrupt handler runs, it determines
that another DMA transfer is needed, but that no more datais
prepared (because the number of bytes transferred equals the value
in the lengthPrepared field in the |OPreparationTable). Since
another partial preparation must be performed, the primary
interrupt handler queues a secondary interrupt and exits the
primary interrupt. The deviceisin a“frozen” state: it either has
data available (to read) or needs more data (to write) but cannot
proceed at thistime. I’ll talk more about this problem later.

3. Thedriver's secondary interrupt handler starts. It examinesits
internal state and determines that aDMA transfer has been
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completed. It calls Checkpointl O with the kMorel OTransfers bit to
complete the current partial transfer. Since another data transfer
will be needed, it begins the process of recalling
PrepareMemoryForl O by calling SendSoftwarel nterrupt to queue
a software interrupt routine. Then, with nothing more to do, the
secondary interrupt handler exits. The deviceis still frozen.

4. The software interrupt routine runs. It updates the firstPrepared
field and calls PrepareMemoryForl O to prepare the next segment
(range of memory). This may require a page fault, causing the
virtual memory subsystem to move data between main memory
and the virtual memory disk file. When PrepareM emoryForl O
finishes, the logical and physical mapping tables are updated, and
the lengthPrepared field contains the number of bytes that can be
transferred in the next segment. The software interrupt routine
calls a secondary interrupt handler (which is equivalent to queuing
the handler).

5. The sequence returnsto the secondary interrupt handler, and the
DMA operation is restarted. The partial preparation algorithm
continues at step 2, progressing through steps 2 to 5 until all data
istransferred.

The deviceisfrozenin steps 2 to 5; it cannot proceed on the current 1/0 request until
the partial preparation completes. But note that the page fault handler in step 4 may
require disk I/O; consequently, any device that can service the page fault device (such
asthe SCSI bus manager) cannot support partial preparation. Writers of disk drivers
and other SCSI-based interface software must understand these restrictions.

A CLOSER LOOK: SOME EXAMPLES

Unfortunately, as aresult of some necessary constraints of PrepareMemoryForlO, the
codein Listing 1 isn’'t usable in an actual device driver when the data transfer results
in the interruption of the hardware device by the CPU. In this section, I'll return to
the five-step transfer process outlined above, showing how adriver interacts with
memory preparation. 1’1l illustrate the process using the sample preparation shown in
Figure 3. Here your application or driver created a simple |OPreparationTable for an
application data buffer that’s 512 bytes long and begins at logical address
0x01B89F80.

develop New Device Drivers. Memory Matters Second Draft  8/10/95 Page 12



ﬁ options Values set by
your program
state

(klOStateDone) Values set by

Data buffer | 512 bytes

O0xO1B89F80 — ;
preparationID

addressSpace

granularity
)

Your application
memory logicalMapping

] lengthPrepared
(512) Ox01B89F80
mappingEntryCount
(2)

_ firstPrepared
(0)

0x01B8A000

physicalMapping 0x0077EF80

rangelnfo.range.base 0x0077F000
(Ox01B89F80)

rangelnfo.range.length

(512)

IOPreparationTable

Figure 3

A simple IOPreparationTable

<<Reviewers: Please verify that what's marked as set by your program vs.
PrepareMemoryForlO is correct; it doesn't agree with the PCI Driver documentation>>

PrepareMemoryForlO

Our example is asimple case, in which the transfer process consists of only three

steps:
1

develop

The buffer in our example crosses a physical page boundary, so
two mapping entries are needed. PrepareMemoryForl O fillsin the
logical and physical mapping tables and sets the lengthPrepared
field. Since it has successfully prepared the entire buffer, it sets the
klOStateDone bit in the state field. After your driver uses the
NextPagel sContiguous macro in DMATransfer.h, to determine
that the two physical mapping entries are contiguous, it puts the
first physical address, 0x0077EF80, and the entire byte count into
the DMA registers and starts the device.

When the transfer finishes, the driver’s primary interrupt handler
runs. It determines that the transfer has finished and queues a
secondary interrupt to complete processing.

The driver’s secondary interrupt handler calls Checkpointl O to
complete the transfer. It then completes the entire device driver
operation by calling |OCommandlsCompl ete.
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This example requires asingle DMA transfer; however, if the physical mapping
entries are discontiguous, the first two steps of the process become more complicated:

1. After preparation, your driver determines that the two physical
mapping entries are not contiguous. Therefore, it puts the first
physical address, 0x0077EF80, and the first byte count (128 bytes
in this case) into the DMA registers and starts the DM A operation.

2. When the transfer finishes, the driver’s primary interrupt handler
runs. It determines that the transfer has finished; however, another
physical transfer is needed and can be performed, so it restarts the
DMA operation with the new physical address and the remaining
byte count (384 bytesin this case), restarts the DM A operation,
and exits the primary interrupt handler.

After this DMA operation finishes, the operating system reenters
the primary interrupt handler. Upon the completion of the entire
transfer, the primary interrupt handler queues the secondary
interrupt handler to finish the entire operation.

The example in Figure 3 requires a single preparation, but in some cases
PrepareMemoryForl O cannot prepare the entire area and so requires partial
preparation. To illustrate this, I’ll change afew parametersin the |OPreparationTable:

* Thelogical address of the buffer is 0x01B89F80.

* Thetransfer length is 20480 bytes.

» Thetransfer granularity is 8192 bytes. This value limitsthe length
of the longest transfer.

PrepareMemoryForl O performs partial preparation of the data three times, as shown
in Table 1.
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Table 1
Three partial preparations

Logical Mapping Physical Mapping Byte Count

First Preparation 0x01B9F80 0x0077EF80 4224
0x01BAO0O 0x0077F000

Second Preparation 0x01B8B000 0x00780000 8192
0x01B8C000 0x00782000

Third Preparation 0x01B8D000 0x00783000 8064
0x01B8E000 0x00784000

Because of partial preparation, the entire transfer requires the following three
repetitions of the five-step process:

1. Thedriver preparesthe first DMA operation for physical address
0x0077EF80, length 4224. After it interrupts, the primary interrupt
handler queues a secondary interrupt that, when run, calls
Checkpointl O and causes a software interrupt routine to run. This
software interrupt routine updates the firstPrepared field from 0 to
4224 (the amount previously prepared) and calls
PrepareMemoryForl O for the next partial preparation. When
PrepareM emoryForl O finishes, the software interrupt routine calls
the secondary interrupt handler.

2. The secondary interrupt starts the next transfer for physical
address 0x00780000, length 8192. When this transfer finishes, the
primary interrupt queues the secondary interrupt, which, in turn,
calls Checkpointl O, and causes the software interrupt routine to
run a second time. Thistask calls PrepareMemoryForl O for the
next preparation and recalls the secondary interrupt handler.

3. The secondary interrupt handler starts the final transfer. When it
finishes, the driver completes the entire transfer.

LOGICAL DATA TRANSFER: PROGRAMMED I/O

Some hardware devices do not support DMA but rather use programmed 1/0O, in
which the main processor moves data between program logical addresses and the
device. Programmed 1/0 is a'so heeded when the device's DMA hardware cannot use
DMA in aparticular situation or context — for example, a one-byte transfer.

Some hardware devices cannot transfer data that isn’t properly aligned to some
specific hardware-specific address value. For example, the DMA controller on the
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Power Macintosh 8100 requires addresses to be aligned to an 8-bit boundary; it can
only transfer to physical addresses in which the low-order three bits are set to 0. Also,
datatransfers must be a multiple of 8 bytes. To handle such cases, the DMA support
library returns the logical addresses of unaligned segments so that a device driver can
transfer them with programmed 1/O operations.

Thisrestriction on logical alignment means that before starting a DMA transfer, the
driver must look at the low-order bits of the physical address and the low-order bits
of the count. The actual data transfer processisillustrated by the codein Listing 2,
which presumes 8-byte alignment and ignores a few additional complications. The
ugly stuff isin the ComputeT hisSegment function, which examines the

| OPreparationTable and handles multiple address ranges. The DMA support library
simplifies the procedure, as we'll seein the next section.

Listing 2
Data transfer with logical alignment

Logi cal Addr ess t hi sLogi cal Addr ess;
Physi cal Address  t hi sPhysi cal Addr ess;
Byt eCGount t hi sByt eCount, segnent Byt eCount ;

Gonput eThi sSegnent ( & hi sLogi cal Address, & hi sPhysi cal Addr ess,
& hi sByt eCount ) ;
if ((thispPhysical Address & 0x07) = 0) {
/[* Pre-alignnent |ogical transfer */
segnent Byt eGount = 8 - (t hi sPhysi cal Address & 0x07);
i f (segnent ByteCGount > thi sByt eCount)
segnent Byt eCount = t hi sByt eCount ;
DoLogi cal Transf er (t hi sLogi cal Address, segnent Byt eGount ) ;
t hi sByt eGount - = segnent Byt eCount ;
t hi sLogi cal Address += segnent Byt eCount ;
t hi sPhysi cal Address += segnent Byt eCount ;

if (thisByteGunt > 0) {
/* Aigned physical transfer */
segnent Byt eGount = t hi sByt eCGount & ~0x07;
if (segrentByteGount !'= 0) {
DoPhysi cal Transf er (t hi sPhysi cal Address, segnent Byt eGount) ;
t hi sByt eCount - = segnent Byt eCGount ;
t hi sLogi cal Address += segnent Byt eCount ;

}
if (thisByteGunt !'=0) {
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/* Post-alignnent |ogical transfer */
DoLogi cal Transf er (t hi sLogi cal Address, thi sByteCount);

PUTTING IT ALL TOGETHER

Herewe'll take alook at how your driver can use several of the functionsin the DMA
support library to simplify dealing with PrepareM emoryForlO.

Before you can call any of the functionsin the DMA support library to make a partial
preparation, you need to call InitializePrepareMemoryGlobals (Listing 3), which
creates a software interrupt routine.

Listing 3
Initialization for DMA

Sof twarelnterrupt1 D gNext DVA nterrupt | D,

/* This function is called once, when your driver starts. */
CeEr InitializePrepareMenoryG@ obal s(voi d)

{
CeEr stat us;

glLogi cal PageS ze = Get Logi cal PageS ze();
gPageMask = glLogi cal PageS ze - 1,
status = QreateSof twarel nterrupt (

Pr epar eNext DMATask, /* Software interrupt routine */
Qurrent Taskl D) ; /* For ny device driver */

NLLL, /* Becones the pl paraneter */
TRE /* Persistent software interrupt */

&Next DMN nterruptID; /* Result is the task ID */
return (status);

The key function in the DMA support library is PrepareDMATransfer. This function
understands the complexities of multiple address ranges as well as how to combine
several physical data areas into asingle longer contiguous data transfer. Also, it hasa
large amount of code to handle unaligned buffers (using the algorithm shown in
Listing 2). Asshown in Listing 4, PrepareDMATransfer initializes the variables that
the driver needs to carry out the data transfer operation, calls PrepareMemoryForl O,
and initializes the first DMA operation.
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Listing 4
PrepareDMATransfer

/* In a production system kPageCount shoul d be retrieved fromthe
operating systemby calling GetLogi cal PageS ze. */

#def i ne kPageGount 4096

#defi ne kLongest DVA 65536

#def i ne kLogi cal Ali gnnent 8

#defi ne kMappi ngentries ((kLongest DVA + (kPageGount - 1)) / kPageGount)

DVATr ansf er I nf o gDVRTY ansf er | nf o;

| CPrepar ati onTabl e gl Orabl e;

Logi cal Addr ess glLogi cal Mappi ng[ 2] ;

Physi cal Addr ess gPhysi cal Mappi ng[ kMappi ngEnt ri es] ;
Addr essRange gThi sTransfer;

Bool ean gl sLogi cal ;

Ce&r Prepar eDMATY ansf er (

Byt eCGount firstPrepared [* Zero at first call */
)
{
Er st at us;
gThi sTransf er. base = NULL; /* Setup for programmed I/O*/
gThi sTransfer.length = O; /* Interrupt handl er */

gl sLogi cal = FALSE,
if (firstPrepared = 0) {
/* Thisis aninitia preparation for the transfer. */
gl Orabl e. preparationl D = klnval i dl D [* BError exit narker */
sw tch (i oGmandCode) {
case kReadCommand: gl Orabl e. opti ons
case kWiteGommand: gl Orabl e. opti ons

kiQslnput; break;
kIQsQitput; break;

defaul t: return (parantr);

}

i oTabl e.ioptions | =
( kI QLogi cal Ranges /* Logical input area */
| kI CBhar eMappi ngTabl es [* Share with G5 kernel */
| kI QM ni mal Logi cal Mappi ng /* Mninal table output */
);

gl Orabl e. state = 0;

gl Orabl e. addr essSpace = Qurrent Taskl () ;
gl Orabl e. granul arity = kLongest DMy

gl Orabl e.firstPrepared = 0;

gl Orabl e. | engt hPrepared = O;
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gl Orabl e. nappi ngEnt rycount = kMappi ngEntri es;
gl Orabl e. | ogi cal Mappi ng = glLogi cal Mappi ng;
gl Orabl e. physi cal Mappi ng = gPhysi cal Mappi ng;
gl Orabl e. rangel nf 0. range. base = pb->i oBuf f er;
gl Orabl e. rangel nf o. range. | engt h = pb->i oReqQount ;
}
el se /* V& were called to continue a partial preparation. */
gl Orabl e.firstPrepared = firstPrepared;

status = Prepar eMenor yFor |1 Q &gl Orabl €) ;

if (status != noEr)
return (status);

status = InitializeDVATransfer (&gl Orabl e, kLogi cal Ali gnnent,
&gDVATr ansf er | nf 0) ;

return (status);

PrepareDMATransfer calls PrepareMemoryForl O to get the first set of memory
addresses; if PrepareMemoryForlO returns noErr, the driver initializes the hardware
to begin processing. Here | assume that the hardware interrupts the processor when it
requires adatatransfer. The primary interrupt handler is shown in Listing 5.

Listing 5
The primary interrupt handler

I nt er r upt Merber Nurber Myl nt er r upt Handl er (
I nterrupt Set Merber  nendoer,

voi d *ref Qon,
U nt 32 t hel nt Gount )
{
Er st at us;
if (<device has or requires nore data>== FALSE)
status = noEr; /* Presune |/O conpl etion. */
el se
status = M/Set upFor Dat aTransfer () ;

if (status != kl BusySatus) {
/* This partial transfer (or device operation) is conplete. */
QueueSecondar yl nt er rupt Handl er (Dri ver Secondar yl nt er r upt Handl er,
NLLL, NLL, (void *) status);
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}
return (KklsrlsConpl ete);

CeEr MySet upFor Dat aTr ansf er (voi d)

{
CEr stat us;

if (glsLogical &% gThisTransfer.length > 0) {
/* Gontinue a programmed |/Otransfer. */
DonePr ogr ammed! Byt e(* ((Unt8 *) gThi sTransfer. base));
gThi sTransf er. base += 1,
gThi sTransfer.length -= 1;
status = kl (BusyS at us;
}
el se { /* Ve need anot her preparation segnent. */
status = Prepar eDMATr ansf er (
&DVATr ansf er I nf o, &Thi sTransfer, &gl slLogical );
if (status == nobEr) { /* Do we have nore data? */
status = klBusySatus; /* Don't queue secondary task. */
if (glsLogical ) { /[* Sart a programmed |/ Otransfer. */
DonePr ogrammed! Byt e(* ((Unt8 *) gThi sTransfer. base));
gThi sTransfer. base += 1,
gThi sTransfer.length -= 1;
}
else /* Sart a DVA transfer segnent. */
S art Progr ammed| OToDevi ce( &gThi sTransfer) ;
}
el se /* This preparation is done. Can we start another? */
status = kPrepar eMenor yS art Task;
}

return (status);

Listing 6 shows the secondary interrupt handler — at least the part that handles the
DMA operation. The primary interrupt handler provides the operation status in the p2
parameter; the secondary interrupt handler uses this parameter to determine whether
the operation is complete (in which case thisis the final status), or whether some

intermediate operation is required.
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Listing 6
The secondary interrupt handler

Csatus DriverSecondaryl nterrupt Handl er(void  *pl,

void *p2)
{
CBS at us 0sS at us;
osSatus = ((C5&Tr) p2);
swtch (osSatus) {
case kPrepareMenoryS art Task: /* Need nore preparation */
Cancel Devi ceVit chdogTi ner () ;
osSatus = SendSoftwarel nterrupt (gNext DMA nterrupt1 D, 0);
if (osSatus !'=noEr) {
/* Handl e error status by stopping the device. */
}
br eak;
case kPreparehMenoryRestart : /* Preparation conpl eted */
osSatus = M/Set upFor Dat aTransfer();
br eak;
}
if (osSatus !'= kl@BusySatus) { /* 1f 1/Ois conplete */
Cancel Devi ceVet chdogTi ner () ;
Checkpoi nt | (& oTabl e, kNI Qptions);
| QConmand! sConpl et e(i oCommandl D, (CBEr) osSatus);
}
return (no&r);
}

Finally, Listing 7 shows the software interrupt routine that’ s called when the driver

must call PrepareMemoryForlO again to perform a partial preparation.

Listing 7
A software interrupt routine for partial preparation

voi d Prepar eNext DVATask(voi d = *p1l,
void *p2)

Gl stat us;
ByteGount  newH r st Prepar ed;
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if ((glOrable.state & ki atelone) !'= 0)
status = eof &r; /* Data overrun or underrun error  */
el se { /* Do the next partial preparation. */
newH rst Prepared =
gl Orabl e. first Prepared + gl Orabl e. | engt hPr epar ed;
status = Prepar eDMATr ansf er (newH r st Prepar ed) ;
}
QueueSecondar yl nt er r upt Handl er (Dri ver Secondar yl nt er r upt Handl er,
NULL, NULL, (void *) status);

YOUR TURN IN THE BARREL

At times, working through the complexity of this problem felt like going off Niagara
Falsinabarrel. There used to be a joke among the devel opers of the UNIX operating
system: “We never document our code: if it was hard to write, it should be hard to
understand.” The algorithms I’ ve described here were hard to write (at least two
weeks of work went into the DMA support library), but | hope | was ableto
document and clarify the most important features of the library well enough that you
don’'t have to go through the same struggle.

Thanks
to our technical reviewers David Harrison, Tom Saulpaugh, Dave Smith, and George Towner.

MARTIN MINOW

is writing the SCSI plug-in for Copland on a computer named “There must be a pony here” and
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moments he can escape from meetings, he runs with the Hash House Harriers.
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