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Storage management issues
Industry Trends

Budget Restrictions

Increase In Storage Capacity Needs

Decreased Technology Costs
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Types Of Storage




Direct Attached Storage (DAS)

Network Attached Storage (NAS)

Storage Area Network (SAN)

SAN with SAN File System (Xsan)
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How Xsan Works

Session M273




-l A

Apple Power Mac G5
as an Xsan client

Users with high-
bandwidth needs can
access the volume
directly, rather than
receiving their files
through a file server.

Xsan File System

Fibre Channel switch

Xserve G5 cluster node as
metadata controller (Xsan)

Xserve G5 as Xsan client Windows Xsan client
can be a standby metadata controller (running ADIC StorNext File System)

Ethernet switch

Users accessing storage through any of the Xsan client systems assigned
to be file servers for them. Mo Xsan software needs to be installed on
these systems. They access files using NFS, SMB/CIFS, AFP, etc.

Linux Xsan client
(running ADIC StorNext File System)

/

"

Multiple servers can access
the same shared volumes
concurrently,

All three of the above
servers, for example, could
share files from the "User
home directories” volume to
users accessing those servers
over Ethernet,
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Xsan Features & Benefits

Session M273




Simplified, Cost Effective
' Concurrent Shared Access |

Storage Pooling

Dynamic Volume Expansion

Centralised Remote Management

Affinities
LDAP Integration

Compatability
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Scalable, Reliable, Shared
| Concurrent Shared Access |

64-bit File System

File-level Locking

Volume Management

Journaled File System

Metadata Controller Failover
Fibre Channel MultiPathing
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Improved Workflow / Productivity

Hig! !e#ormance Eanﬁwi!t!

Concurrent Shared Access

64-bit File System

Fibre Channel MultiPathing

Bandwidth Reservation
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Improved Workflow / Productivity

Hig! !e#ormance Eanﬁwi!t!

Concurrent Shared Access

64-bit File System

Fibre Channel MultiPathing

Bandwidth Reservation
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Xsan In The Real World
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Creative

Scenarios

- "1/ /— "~~~ 741/ """ "]

I'T

Education
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Scenarios : Creative

Current Situation

Backups of video
and project files ry ‘
- _E_J

run when no one is
working because
big files clog the f , effects
Ethernet netwaork ’ Internal disks for editor
Ethernet switch CCNEES 3 - praject files
: h

Saeren FX

"

The effects and audio
editors have to copy
the source video
segments to their local

o)

video

_‘ I o . systems so that they
e — i | : = L | can preview their waork
termal disks | ] e — at reasonable speeds

Video is taplurec.i to capture
DAS. Volume is B
station
shared to other users
via NF5, but accessing
files during capture
process slows down ]E
performance of the
video capture station 2
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Needs
m

Fast Storage Access

Growing Storage Needs

Copying Large Files

Run Out Of Storage
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Scenarios : Creative
With Xsan

Metadarg controle I — —

effects i Steran £X
editor

"ingest”
station

=
= | The effects and audio
‘E iJ . editors are both linking

to the same source
video files while they
audio $ : : each crr*ar.o separate
editar [ el projects

E

Video is captured to
Xsan volume even
while other systems
access previously
stored clips

Mearline and near

volume
| \ real time backup to
project E— . tape can happen
volume ] nearline while video capture

audio backup and editing occurs
- ' == storage =

volume
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Benefits

!I’O!UC!IVI !)’ ‘ncrease!

Shared Volumes

Very Fast Access

Very Fast Transfer

Improved Backup
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Scenarios : IT

Current Situation

IT is swamped from
creating new groups
and adding users on K=

A
every file server every ri i
fime a new pmject
L

Sharing files
between the file
servers clogs the

el network

T—— 5 . =y
ﬁmm l | Storage is full because
users copy same data g
- Enng;ed 591 i rmmmgpm;ea -591 ¢ to multiple folders on MktgPraj - 591
d | i a  multiple servers Bl
_...A -

Engineering Training Marketing
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Needs
m

Fast Storage Access

Growing Storage Needs

Copying Large Files

Backups Take To Long
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Scenarios :
With Xsan

Engineering Training Marketing

i | |
Xsan client, also: Xserve cluster node as

Open Directory service ; ¥san metadata controller
standby metadata controller ] — Xsan client

Linux Xsan client
(running ADIC StorNext)

Using affinities,
Data is centralized o _ data saved into
now, so IT can Engineering Volume Project-591 Folder folders within
manage storage ] — ! i P‘mj:ect'ltll L~ Assets-591 Project-391 are
3.5TB Xserve RAID for 'f‘ Engigedrirkg - - - Praject251 . . Engineering-591 actually stored

and access from g 1 ] Prod
3 P - it | Mkl roject591 - e
one location consolidated storage ] Project63z = Ma.r_k:etmg 591 on the valume
Training-591 for each group
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Benefits

!I’O!UC!IVI !)’ ‘ncrease!

Shared Volumes

Very Fast Access

Very Fast Transfer

Improved Backup
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Scenarios : Education

Current Situation

Storage is internal to
Xserves; is not RAIDed,
not backed up, and

utilization not balanced

R E— —
Class2013
Class2012
Class2011
Class2010
Class2009
Class2008

Class2007

Clos52006 gy L) s [ |
Class2005 — i B | = l

Ciass200¢ o D) e [

Storage for Class
of 2004 will be
erased and reused
for Class of 2014

Xserve for directory services
and administrative storage

Xserves for student data for
duration of their time in district

o Y

l

a1

[ I |

Data sent to and
from schools over
wide area network

School 3

i

Labs - Login by
— Students and Teachers

Login to lab system,
mobile system, or
office system loads
home directory from
District Data Center

i

Teacher and Staff
Offices

Mobile students

Long distance Ethernet switch
for data to/from data center
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Needs
m

Fast Storage Access

Growing Storage Needs

Copying Large Files

Unclaimed Files
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Backups more
feasible since storage
not distributed on
internal drives of
multiple systems

Storage for each
graduating year
can be a volume
created from
storage pools
from multiple
arrays, enables
flexible storage
management and
improved I/O
performance

nearline
storage for |
backups

Scenarios : Education
With Xsan

Fibre Channel switch for Xsan solution

| B[ Qessz012 7 1

Xierve for direchory senvices
o HALSRREIASE | IasEAER

Xserves for student data for
duration of their time in district

| TR —

S —

o [

[ [ Cass200 [ |

5
Class2009

private metadata netwaork for
Xsan solution

[ Casszo08 ([ |

22—

...Cﬁ.s.‘ﬁ.'.'!!'_l—l

[ T Cas2005 T ]
Class 004 |

PEESEE= 4kt

[Drata sent to and
from schools over
wide area nefwork

e

School 3

Mo changes
required at
school sites

Labs - Login by
Students and
Teachers

Teacher and Staff
Offices

Long distance Ethernet
switch for data to/fram

Session M273




Benefits

!I’O!UC!IVI !)’ ‘ncrease!

Shared Volumes

Very Fast Access

Very Fast Transfer

Centralised
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Xsan Planning
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Needs

New New New
Hardware Software Processes

Session M273




Considerations

W

Time Frame

Assistance

Competition (to Xsan)

Objections
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Technical Walkthrough

(How To Get What You Want)

Session M273




Process Walkthrough

(How To Get What You Need)
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